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EXECUTIVE SUMMARY

Evaluation of publicly funded research has become a central concern of policy makers for two main
reasonskFirst, there is growing demand for evide#i@sed policies and for evaluation of the results of
public investments. More precisely, governments increasingly seek to determine how much they should
invest in science and technology (S&T), research and dawelot (R&D), and innovatiorThey wish to
know where to invest and what society gets in return. Ideally, evaluation should help determine the
economic effects of both public investment in R&D and innovation and the social impalatg. makers
also increaingly want public investment to help meet global challenges, such as energy, security and
climate change.

Second, the demand for evaluation has expanded because OECD countries have substantially
increased publiégnvestment in R&D despite budget constraints. Governments not only finance R&D in
various sectors of performance such as the business sector or the higher education sector, they also fund
the performance of R&D on their own behalf. Government budget ppations or outlays for R&D
(GBAORD) measurethe funds committed by federal/central governments for R&D. In aggrabate
havebeen climbing faster than GDP across the OER6.4% annuallysince 2001In addition to direct
support, governments ald§mance business R&D indirectly through the use of tax incentives. Although
they may be significant, the costs of these tax credits, in terms of foregone revenue, do not usually appear
as R&D support in government budgets.

The demand for effective evalim tools to inform decisions on research funding and impacts will
continue to increase in line with public investment in R&D and innovation as countries try to enhance
competitiveness and improve innovation capacity. The need for evalustigiso likely to increase
because oflemands for greater accountability and effectiveniggaluation assists governments in their
decisions to prioritiseesources foR&D and innovation and can help them design research programmes.
Moreover,it enhances public accotatility, creates a betténformed society, and raises awareness of the
contribution of research to a countrydés economic
also changingwing toincreased interest in evaluating entire research systathsesearch portfolios.

This greater emphasis on evaluation, however, has raised a number of important conceptual and
methodological challenges.

The repor has two partsPart | (Chapters 1 to 4first sets the stage by discussing key issues in the
evaluaion of public science and technology resegselformance. It presenting evaluation as a means of
addressing both the demand for accountability on the part of various stakeholders and the need to consider
the public value of such researdfhe reportnext discusses threspecific evaluatiorcontexts:i) expert
reviews,ii) impact assessments, aiiijl priority-setting activities. The first two deal more specifically with
the evaluation of research programmes, projects and policies. The third demonstihiEspanssible area
for the application of evaluation processes.

Chapter 1 presents key issues in the evaluation of S&T and sets the stage foinadsipessfic
topics in more detaithe architecture of evaluation systems insofar as they exist, péaw r@v a tool for
evaluation, and the interplay between evaluation and priority sefttibggins by recalling the emergence
of evaluation of public research, from its initial focus on improving the quality of research by evaluating
discrete outcomes oésearchd.g.publications) to more complex attempts to evaluh&seconomic and
norreconomic social effects of research as well as environment/ecology/systemic diffeidsusses
diverse approaches to evaluationost of which use economic frameworksWhile thesehawe many
advantagesthey have limitations, particularly in relation to the impact of research on social change.



Evaluationis consideredrom the variousperspective®f governments, civil society, research institutions,
funding agencies, eluators and social scientists. Finatlye chaptedraws on recent histotyp assess the
social impacts of research addscribesew theoretical and empirical efforts.g.the science of science

policy).

Chapter2a s sesses exparte e v 0leavshorfo afid er t y plein shdpingifundingr r e v
decisions ¢.g.what, who and where to fund researahfin evaluating the output and impacts of public
investment in R&D and innovation. Expert review is one of the methmds commonlyused to eviaate
public funding ofS&T. Althoughit has many meritsncluding low cost and easy applicability, it currently
facesits strongest challenges in several decades. Externally, there is some etlidépotitical decision
makersquestion how wellany type of peer reviewcan addresssocioeconomicand political priorities.

Internally, there isvidence ofhollowing out as increasing presseien r esear cherso ti me
difficult to find experts willing to undertake reviews.

Chapter3 presents findigs of the TIP Impact Assessment project that relate to the rationale, methods
and tools for evaluating public R&D at country or economy lewelat the institutional and programme
levels. It discusses key methodological challenges and suggesttowapsove impact assessments based
on country experiences.

Chapterd analyses priority setting and the role of evaluation in designing policy. Priority setting is the
conscious selection of activities at the expense of otlieeffects resource allocationHere, priority
setting differs fronthe type of priority setting that takes place in a-selfanising systenPriority setting
and evaluation are two distinct issu&éhe priority-setting process has several dimensitims,importance
of which vaiies over time. The chapterexamines in particular, the links betweesxante and expost
evaluation in priority setting and decision making and seeks to identify best practices for improving both
the quality ofexante evaluations and their usefulness in the pelitaking processnotablyin priority
setting. It also assesses the process of priority setting in S&T itself and identifies structural weaknesses as
well as best practice

Part Il presentsix case studies of systems for evaluating S&T programmes cigajad policies in
China (Chapter 5) Finland (Chapter 6) Israel(Chapter 7) Norway (Chapter 8) Japan(Chapter 9)and
Austria (Chapter 10) The case studieare orgarsed so asto give the reader first the feel of a broader
assessment of national evatiion system$efore dealingvith specific issues of evaluation methodology,
processes, and scomnd some current problemsThe case studieare variedwith regard to the
comprehensiveness of the evaluation systems, the objectives of evaluatiohewahdy are conducted
and used for policy making. Many of the issues discuss@aevious chapters amdressedh the case
studies.

The case studies show that @il countries, the rationale for evaluation is to improve R&D
performance and to ensure eifint use of the natural and monetary resources invested.roles of
ministriesdiffer, however, among the countries. While ministries play an active role in Japan and China,
evaluation is delegated to research councils or other funding biodibe otter countries.n several
countries, ealuation is also grounded in legal frameworks and regulations at the national government,
funding agency or research council level.

The case studies illustratigfferences irthe comprehensiveness of evaluation systete objectives
of evaluations, and the way they are conducted and used for policy making. In particylamaihe
institutional frameworks, actors, regulations and practices for designing and implementing evaleations (
anteor ex postin the area oB&T. Some case studi@dso offer suggestions or guidelinésr improving
the current system. For aix countries, the rationale for evaluation is to improve R&D performance and
to ensure efficient use of the resources invesidw roles of ministries iffer and he evaluation
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mechanisms and tooladoptedalso differ depending on the level of evaluation and cotsggecific
factors.However addressing social and economic impacts remains a challenge for most countries, mainly
owing to the difficulty of dtributing impact to aspecificresearch programme, particularly after a lapse of
several years. Scientific impact is easier to measure than social impattte angdact of applied research

is more easily measured thémat of basic research. The outcomek evaluations appear to have the
greatest influence on improving the design, implementation and effectiveness of programmes, and a more
limited impact on policy decisi@nfor funding, with the exception of evaluations of basic research
programmes.

The key messagesf this report can be summarised as follows:

1

There is growing demandfor evaluation of S&T Demand for evaluation is increasing and
changing from evaluating the quality of research (via peer review) to assessing the outcome, output
and impact dbpublic R&D. There is also increasing interest in evaluating entire research systems
and research portfolios and enhancing the role of evaluation as a tool for priority setting and
decision making

The peer review process remains a fundamental mechanidor research planning,
implementation and evaluatiorPeer review is under stress, but solutions egigt €¢xtended peer
review processes involving natientific stakeholders; combing metrics and indicators). There is
a need to facilitate and improvke internationalisation of peer review becauséhefincrease in
international research collaboration

Evaluation of social/economic impacts requires new metrics and approadneaddition to new
indicators and methodologies, assessing seciahomic mpacts requires stakeholder involvement

as well as new communication channels (to decision makers, to agestiskeholders). Impact
assessment must also balance the tension between (scientific) relevance and social/economic
impacts

Evaluation capacityremains weak and fragmentedEvaluation is functionally fragmented in
many countries, but elements of a system apjpclaein place. These elements include a clear role
for outside evaluators and stakeholders outside research establishments, the impbrattng
standards in evaluation, and the role of -seeHluation. A system of evaluation also requires
establishing followup processesn theconsequencesf evaluations

Evaluation can no longer be done solely anational perspectivelnternationacomparisonsare
increasingly usedn national policy analysise(g FP7 participation rankingsUniversity of
Shanghai rankings)lnternational benchmarks are necessary fgablic policy evaluatiors,
especially in areais whichcountries competwith ohers

Usefulness ofevaluation for policy making varies but is often limitedevaluations can be used
for improving project management as wellfas strategy. The use déedback fromevaluations
can be constrained by a lack of data, negative findinga tack of political buyin by the
leadership.

Priority setting and evaluation interact but remain distinct dimensions of policy makiRAgority

setting is a more complex exercise, involving a broader range of aefgsiiding agencies) and
relying ondifferent approaches and methodologies. This increases the need for mechanisms to
ensure greater coherence between priority setting and policy making.

The conceptual underpinning of priority setting remainguite weak and expert opinion
continues to predommate. Improving the process of priority setting through the usexante

evaluations requires political biry, commitment to invest in resources and develop skifidthe

creation of indicators and data to monitor policy or programme effectiveness.



Impact assessment is part and parcel of evaluatiofihe rationale for impact assessment is
becoming cleareas are policy needs for assessing the impacts of strategic resaadgrtaken
outside the context of mainstream public research in universitiegoaednment labs.

Measuring impacts is neither straightforward nor easy especially as regards demonstrating
causality. Many of the dimensions through which Sé&iffectssociety €.g societal, cultural or
environmental impacts) are not easily capturedxstiag national statistical frameworks, as they
are difficult to measure or evaluate. iBhmakes it difficult to link social impacts to policy
interventions. Neverthelesgethodological difficultiesshould not stand in the way of efforts to
measue econanic impacs.

The choice of methodology is contegpecific. Impact assessment methodologies are not
universally applicable, but depend on the objective of the impact assessment eitgiisieg
(exanteand/orexposd; and the scope and nature of R&D

New and useful practices are being developed but methodological isandginternational)
comparability remain challengesThe \arious methodologies are still evolving, but none of the
available techniques has been able to capture the full rantiee ohpacts of public R&D on
society.

The international community and the OECD in particular can play a role in diffusing good
practices and stimulating policy learningEvaluation isan increasing challeng&ot only in
technical and methodologicerms,but also in terms of the political challenges. International co
operation can help improwve o u n tability éoseffectively develop and foster the useeafante
andexpostevaluation for research and innovation policy.
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PART I

ISSUES IN SCIENCE AND TECHNOLOGY EVALUATION:
PEER REVIEW, IMPACT ASSESSMENT AND PRIORITY SETTING



CHAPTER 1

EVALUATING THE SOCIA L VALUE OF RESEARCH 1

This chapter discusses the recent histofyevaluation of public reseeh and new theoretical ar
methodological effortancluding efforts to assess the social and economic impacts of scigighlights
current approaches to evaluating public value #redsocial impacts of research, includitige process
known as pubti value mapping.

Introduction

Despite three decaded progress in the ability to conceptualise, measure and evaluate research
impacts there remaing gaping hole in research evaluation methods and techntheeability to evaluate
the social and pubt value impact®f research. Professional researchers have developed powerful tools to
measurethe economic impacts of research, sophisticated bibliometric tools to measure the impact of
research outputs on scientific fields and the course of scienceamblogy, and peer review techniques
to assess projects, prognaies and proposals. But there has been remarkably little progress in the ability to
measure directly, systematically and validly the impacts of research on social dlangescientists have
spokeneloquenty about the communal and cultural value of scientific knowledge. Possible cultural
aesthetics notwithstandinghe value of science is inherently in its application. Without rejecting
compelling arguments for the intrinsic value of researchntellectual, cultural and aesthetic terms
(Fischer, 1997), most poliayakers and citizens seem to agree that the chief pugbgaeblic funding of
research is to improve the quality of life (Johnson, 198t%ws of howto improve the quality of Ié
through the use déchnology, however, diffei.é. weapons, automobiles, space exploration).dttstead
of arguingthat the purpose of public funding apdblic programmes is to improve the quality of life, it
may be better to state that funding ammdgrammes are guided by visions of change (Pawson and Tilley,
1997). Byformulatingpur pose i n terms of change rather than ¢
researcltan be encompassed

The critical problem for understanding the social actg of science ishe lack of satisfactory
analytical tools for understanding the causal impactthadhagnitude othe effects of research on social
change. This is true whether the researcher defines social change broadly or narrowly. This is not
surpising when one considers thelatively recentdevelopment of research evaluation. This chapter
highlights current approaches to evaluatihg public value and social impacts of reseaittconsiders:

i) why such approaches are needed and how they telaterrent approaches to research evaluation;
i) special difficulties or challengefor developing such approachemnd iii) possible methods tase

1. Barry Bozemani s Regentsdé Professor and Ander Crenshaw |
Georgia, and Distinguished Researcher and Professor of Public Affairs, Consortium for Science Policy and
Outcomes and School of Public AffajrArizona State University. The author acknowledges the support of
the US National Science Foundationds MfAScience of
assistance and ideas of the members of the Public Value Mapping project: Dan Sarémgtpa(pr
investigator), David Guston, Catherine Slade, Ryan Meyer, Erik Fisher, Genevieve Maricle, Walter
Valdivia and Stephanie Moulton. The views expressed are those of the author and do not necessarily reflect
those of the US National Science Foundatitie, OECD, Arizona State University or the University of
Georgia.
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including current fipubl i ¢ . Belore &urnimyatpesenggestiorts, the ¢ i e n
recent history of analytical method$research evaluatias briefly consideed

Historical roots of research evaluation

As recentlyas the 1980s, research evaluation was a field with few practitiandnsostly focused on
the economic evaluation ofinds t r i al f i r ms 6 °lIn fadt enly tha Canadiantgeverroviént r e t u
and some Europeatountried had begura systematic evaluation of publicly funded reseaMany other
countries such aghe United States, did not consider evaluatiothefimpact ofpublic research a field but
insteadan agglomeration of fragmented, largely isolated works, roamshich were nopublished.

To understand the historical roots of research evaluation one should consider tbé thatet as
reported in one ofhe earliest reviews of the evaluation of publicly funded research. The intention of
Sal asi n, Hat t &he Evalaatioh of Redenal &gséach Prograind 9 8 0) was to i
useful approaches for evaluating R&D programs conducted and sponsoteti ey f eder al goVe
(p.1). In pursuit of that objective they interviewed more tB@fevaluation experts, most of them based
in industry. Thg cited 49papers, including one journal article (Rubenstein, 1976) and one book (Andrews,
1979) which focused explicitly on the systematic evaluation ofovernmensponsoredR&D. The
monograph identified four problems endemic to evaluating government R&D impatisk of a
straightforward definition of effectivenessi) multiple and competing objectivesii) problems in
aggregating products and results, especially across progsamndiv) reconciling political and scientific
measures of successa list that wouldbe just asgoodtoday. The monograph concluded with a problem
identified bymanyof the expet s consul t ed: alt i s not clear tha
based on the immediate outputs of a research pragegtr(e por t s or journal publ
Hattery and Ramsay, 1980.62). This means that to properly evaluateeagsh requiresa broader
treatment of impacts. Todathere are numerowtudies and methods of R&D evaluatitmt most of the
problems identified nearly three decades ago at piioneering monographemain particularly tlose
arising froma focus on disrete R&D outputs.

Fromthe 1990s, documents on the practice of evaluating R&e publishedin 1993, Bozeman
and Melkerg(1993) edited Evaluating R&D Impacts: Methods and Practi@n R&D evaluation primer
with contributions by leading authorities omch topics as case studies of R&D projects, rate of return on
R&D investments, and operations research approachehoit the same time, the Critical Technologies
Institute of the RAND Corporation published a report prepared for the Office of Sciendeemublogy
Policy reviewing methods for evaluating fundamental science (Coztesis 1994). One of the earliest
OECD research evaluation monographs was produced in th#98ads (OECD, 1995). In short, as of the
mid-1990s interest in research evaluaticeachedan inflection point andthe amount ofliterature,
professionakation, dedicated journal pages and policy applicatioesinaeincreased substantially.

2. The method discussed in this chapter is the work of the author and his research colleagues as part of the US
National Science Foundation programme on the science of science policy.

3. The most prominent approach to assessment of S&T policy and research evaluation has been peer review.
While recognising that peer review is crucial, the focus here is on systematic and potentially quantitative or
mixed-method approaches and does not dispass review. Similarly, this chapter does not deal with the
many and increasingly useful bibliometic approaches to research evaluation. As the primary concern is
social impacts, measures relating to scientific impacts and scientific changes are nsedddres

4. For a history of governmembandated research evaluation in Canada, including research evaluation, see
Auditor General (1993). For a history of research evaluation activities in Canada see Barbarie (1993).

5. Several publications provide synopt&views of the history and methods of research evaluation in Europe,
e.g.Luukkonen (2002); Callon, Laredo and Mustar (1997).



The economic basi®f the evaluation ofresearch impacts

Each of the three works identifigust above provided diverse approaches to evaluation, but most of
them adoptedan economic framework for analysi&conomic assessments of research and technology
generally fall into two related categoriesocial rate of returrand aggregatdevel prodwtion analyss.
Social rate of return approaches can be used in a wide variety of contexts. With respect to research and
technology, thg attempt to estimate the social benefits that accrue from changes in technology and
relate the value of these benefio the cost of the investments that produced the changes of interest
Among social rate of return approachesstbenefit analysis has bedhe most commoly used for
evaluationsat theproject and programe level (e.g.Link, 1996a; 1996b; Ruegg, 1998udretschet al.

2002; Saavedra and Bozeman, 2004). The second category, agdesghte@roduction analys is
influential for broad economic development polioyaking It typically focuses on the contribution of
technology to the national or regionabeomy €.g.Solow, 1957)

Economic approaches tevaluationof research, especially cesénefit approaches, have strong
appeal because they focusspecificscience and technolo@®&T) outputs such as the number of articles
or patents produced ineseach and developmentR&D) projects, the number of jobs created by
technology transferprogrammse, and contributions of technolotpased economic development
programme to regional economies. The utility of these approaches is obvious even to sceptics who
guestion the accuracy of economic approaches to assessing larger social impacts oh&&enefits of
suchapproaches to evaluation are explored in more detail elsewhere (Link, 1886byesent purposes
they have certain advantages: they typicatigld numerical assessmenthich areuseful in a public
policy domain increasingly dthepdraweotdecadestoieveidpmerit r i ¢ s 0O
of strong economitheoriesrelating tothe firm, rational choice and economic groythany have bae
quite creative in developing quasionomic techniques based on preference functions and units that mimic
rational economic choicee(g.contingent value analysiseeCummings and Taylor, 1999Moreover,
even if the chief focus, as here, is the sodiabact of research, it is demonstrably the case that economic
change affects social changé. it is assumd (asis not the case hérghat economic growth and
development generally lead directly to desirable social outcomes, economic measures bedantergatis
indicesof social progress.

Despite their many advantages, econorb@sed approaches &valuationof research have many
limitations for gauging the social impact of researithparticular,costbenefit or rate of return approaches
provide onlylimited insightson the creatn of research capacity or the transformatioaapectsof
researchMost focus on thespecific products of researcprojects such as journal articles marketable
products.Such afocus works best when there alearpcontaurs (e.g.a single R&D project)However,
most social objectives are ovaeterminedthat is,several antecedent factdyseyondS&T policy can lead
to the social objectiveMoreover, @spite efforts to consider implications of future streams of benefits,
economicsbased evaluations tend to be static. They rarely take into consideration the mutability of the
fiproduct® evaluated, much less the changes in the persons and institutions producinthieaisaend
to give short shrift to the generation®£T capacity and to the ability to produce sustained knowledge and
innovations.And, most importanly for present purposes, manf the social benefits and costs sfience
and technologywre not well accounted for in monetary units

Theinadequag of econanicsbased approaches for measuring and providing an understaridireg

social impacts of research is a chief conc&irere iscurrently, howeverno satisfactory method (except,
perhaps, case studidey making avalid assessent ofthe impact of resech on social change.
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Social impact of research: Framing the problem

The need fomew approache® assessing the social impact of researey not beobvious In a
broad sense almost all reseahessocial impact. Most research is socially embeddettlae development
and transmission ofesearchresults are social processasd thus havefi s o c i a |. For imspaace,t 0
societies arenot concerned about economic development chiefly becauseinherently desirable but
because of the social impact timassumed to accompaity If research leads to an extra percentage point
gain in GDP and at the same tinea reduction in public health, environmental quality or personal
security, the benefits are not obvious. With some conspicuous excepgigrfsir{ding for astronomy)
public investments in research are invariably ratieadliby expected improvements in the social well
being of the citizensvho provide the revenue to support the resear€ountriesfund work on the human
genome because thexpectthatthe funding will ultimately lead to improvements inthe c ihealtre e n s 0
Similarly, support for developing technologiegustified becauséhesetechnologiesire expected tmake
people better off. To be sure, the logic is sama&tindirect. One might alsoarguethat support for research
leads to new technology, which leads to economic growth which, in turn, psonate disposable income
to citizens, which they camseto improve their conditionasthey deem fitThis linear model does, at Ist
in some circumstances, lead to desirable, even optimal social outcomes, espebmiijstribution othe
economic outcomesf research are equitable.

An eval uator 6s concern i's with more directly
monitaring the direct effects of researcheuchi mpact s . Rat her than a | inear
model 06 ( Boze man imwhithreReargheleadthrough @ir@udus routes to dead ends, to
positive social outcomes, to negative outcomes, cfteh to both positive and negative outcomes. The
guestion, t hen, is Nto what extent does research
change and to public value?bd

It is easy to identifytte difficultiesfor making a valid assement ofthe ultimate social impacts of
researctbutimpossible to resolvthemcompletely.Research is often only one factor in determining social
outcomes and rarely the most important one. For example, some reselp<ioredu® disease, but in
most cases factors such as life style, econoagportunites and environmental conditions also plag
important role.The social benefitof researchn terms ofdiseaseeductionare oftendefined bya f b e st
case s Hewewer, it is difficult to link nany impactgrecisely to prior researclResirable social
outcomessuchas poverty alleviation, public education, improvements in housing and protection of public
safetyaregenerally highly ovedeterminedResearchs one ofa great many social, econonaind natural
determinants. In such circumstances it is virtually impossiblelefine the contribution of research.
Whether one employs standard econorbiased approaches such as -testefit analysis, social indicators
monitoring, social accounting or @v indepth case studiehe attribution ofcausaity for complex social
impacts is always fraught with difficulty.

A related probl em pert @aiDatermirting catishtion isfiddfieut enoujle Nt v
but the effects arefteninterwoven i ways that are not obvious and difficult to unra®cial outcomes
occur in clusters. Some obvious examples: new birth control technology reduces unwanted peeghancy
gives rise to promiscuity and socially transmitted disease; smoking cegzatipanmes reduce tobaceo
related canceandlead to increased obesity rates; technological innovations lead to increasedandalth
to greater inequities. In showthenmodelling social outcomes from reseaitcis difficult not onlyto trace
cause to effectli alsoto set boundaries on effects.

Thelist of obstacles to assessing the social impacts of reseaunctiortunatelyfar from exhaustive
(for a more detailed discussiosee Bozeman, 200AVhile working towards finding means @issessing
them is dauting, it is important to do stecause policy makers will continue to make choices about
research funding omhe basis ofa causal logic.They make assumptions about the effeofsthose



investments on such social outcomes as public health, transpornsysucation and wealth creation
often on the basis difnited information. The evidence that can be brought to bear, evenimbperfect is
likely an improvement over intuition, habit, rougkwn ideologyandpolitical selfinterestamong others

Asesingt he soci al and public impact of research: t

Researchers at the Consortium for Science, Policy and Outcomes (CSPO) initially developed the idea

of fApublic val udtCumeatpvork is1undesken by @ teaneof researchers at CSPO, now
at Arizona State UniversityThe project is funded by the US Nat
Sci enc eproBramimec y 0

The primary rationales for the public value maqg of science (PVM) are tha) the focus of science
policy should be on enrstate sociafjoals and public valugandii) current research evaluation and science

policy analysis methods and techniques, while useful in many important respects, are not sufficient for

analysing theimpact d research on public valuBox 1.1 providedurther detail orPVM assumptionslt
is important to bear in mind that PVM is nand does not aspire to,l@eunified method; it is an approach,
or set of approaches.

Box 1.1. Core assumptions of public value mapping

1. PVMis either prospective (analysi ng pl anned or projected r essmswh
activities as they occur), or fAsummativeo (eval uag

2. It seeks to take into account the highest order impacts of activities (i.e. broad social aggregates) and thus
focuses on social indices and social indicators.

3. Itis multilevel in its analysis, seeking to show linkages among particular programme activities of an agency
or institution, activities of other agencies or institutions, relationships 17 intended or noti among various
institutional actors and their activities.

4.  PVM is concerned with understanding the environmental context of research and related programmatic
activities, with locating the activities and their institutional actors in terms of other actors in the environment,
and with the constraints, opportunities and resources present in the environment.

5. Research in any field by any method is embedded in a social context; in PVM analysis of the social context
of research (i.e. characteristics of research performers, their attributes and social relations) is part of the
analysis.

6. PVM is guided by a fApubl i c o etharthan mmatkettbasedfor nsaket filure
model. PVM explicitly rejects evaluation and assessment based on commodification of research values and
outcomes. Market prices are viewed as weak partial indicators of the social value of research and research
outcomes. Even as a partial indicator, market value is considered in terms not only of magnitude but also of
distribution and equity.

7. Since market value is eschewed in PVM and since social values are not interpersonally transmissible, PVYM
anchors its outcomes values in a wide range of criteria derived from diverse sources including: official,
legitimated statements of policy goals; goals implicit in poorly articulated policy statements; government
agenciesd goal st at e raggregated statemests of watue rgpresentgdlinaopision polls;
official policy statements by government actors; and official policy statements by relevant non-governmental
organisations (NGOSs).

8. PVM analyses (maps) the causal logic relating goals (any of the above) to measured and hypothesised
impacts and outcomes of science and research activities. When possible, the analysis begins from the
causal logic articulated by responsible officials. The causal logic, explicit or implicit, is then considered in
relation to various plausible alternative hypotheses and alternative causal logics invented by the analyst.

9. PVM is not an analytical technique or even a set of analytical technigues, but a model that includes a

6 The project, APubl i c VadEwromiddare of thg SocidD ¥alue df Science g
and I nnovat iamim2007@idiwil gnd in 20b0e g
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guiding theoretical framework (public value theory) and a set of assumptions and procedures. Research
techniques employed in PVM depend upon the needs and possibilities afforded by the context of
application. The only technical approach used in all applications of PVM is the case study method.

10. After gathering data to test hypotheses about causal logics and outcomes, the hypotheses are tested using
appropriate analytical techniques and the impacts and outcomes are measured. The results of the analysis
focus on relations among the causal logic, the environmental context, and the measured impacts and
outcomes.

11. PVM links impact and outcome measures back to aggregate social indicators or other broad-based, trans-
institutional, or trans-research programme measures of social well-being.

12. PVM concludes the analysis with recommendations for possible changes (in research or programme
activity, causal logic, implementation) that seem likely to lead to better social outcomes.

Source: Bozeman, B. (2003), fPublic Value Mapping of Science Outcomes: Theory and Methodo in D. Sarewitz et al., Knowledge
Flows & Knowledge Collectives: Understanding the Role of Science & Technology Policies in Development, 2(1).

As part of the original project, applioatiofistomeet a t e
focused on breast cancer research (Gaughan and Bozeman, 2002) and the other on geneticedly modif
crops (Gupta, 2003)in both cases, thanalyss involved developing public policy statements about
research and innovation goals (as egate indicators of public value) and developing indicators to
determine the degree to which public value andasazitcomesneetthose goalsSubsequently, most of
the workin developing PVM has aimed at theory building and, more recerghsifice theoutset of the
project fundedoy the National Science Foundatiprdevelopment of mukinethod analytical tools. Two
aspects of PVM theory builg are particularly relevankEirst, a theory of innovation has been developed
that matches the aims of PVMeth ichurn theory of innovationodo (Bo
efforts have beemadeto develop a theory of assessing public value (Bozeman, 2007; Jorgensen and
Bozeman, 2007; Bozeman and Moulton, 2008) and to apply the PVM theory in case cortkxiggn
influenza vaccine research, development and commercialisation of S&T, genetic suppression technology
for seeds, and climate change technology (Bozeman and Sarewitz, 2005; Feeney and Bozeman, 2008;
Bozeman, 2007).

T h ebuilding bl oc ks 0 tlhebry PV M
Newways of thinking about the social value of knowledge

PVM offers a new wayto think theoreticdly about the value of knowledge and its assessment.
Philosopher Elizabeth Anderson (1993) presents an especially interesting analysis of economic value and
value theoy as it pertains to economicAnder sonés position is that ec
mornistic andthat thisundermines richer and generally more uselutgistic analyses of valu&hat is,an
analysisthat values exchanges, commoditieend services on the basis of market standardemps
simultaneous reference to other standards such as social impact (Marmolo, 1999; Anderson, 1993).

The monistic nature of economic analysis also failgi¢av programmes as open systems (Pawson
and Til ey, 1997) . P a ws clha saendd eTvcahndidesyttbiapoogramrhies canngt be
isolated from the many social factors surrounding tremS&T programme cannot be separated from its
social impactdut a monistic evaluation fails to fullgrag the impacts othe programme because it fails
to treat the programme as an open system.

The assertions of Anderson aoidPawson and Tilley have implications for models of innovation and
the impact of scientific and technical knowledge. Economists haver made much headwayvaluing
scientific knowledge (Machlup, 1962) arfeMVM provides an excellenmeans ofunderstanding the
relations among intrinsic value, economic value and public value.


http://www.cspo.org/home/cspoideas/know_flows/Rock-Vol2-1.PDF

Figurel.1 provides a simple depiction of tleBurn model. i shows that information is created from
knowledge and that information can result, via use, in new knowledge or can lie fallow, depending on
whetheror notit is used. The figure also indicates the possibility of informabtieingput to multiple uses,

in each instance creating valagknowledge.
Figure 1.1. Churn model of knowledge use and transformation
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Newways of thinking about public values
Certainly there is no singlagreeddefinition of public value, but one definition is closely related to
s oci et yiagnormative cdnsermsusatoltig e s 0  a |

PVM:
APublic values: A
rights, benefits, and prerogatives to which citizens shéadi should not) be entitled;)ithe
obligations of citizens to sodig the state and one ametr; and iii) the principles on which

governments and policies should be baséBozeman, 2007)
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Public value may be viewed agriterion by which to judge institutional arrangements for goods and
services, but shdd not be confused with theffhus, pubik value neither supp@government action nor
abjures markets Criteria based on market failure or economic valuation often miss this fundamental point,
which is critical to assessing research and innovation.

An important challenge for any analytical apach to assessirtge public value of research or other
social goods isheidentification ofparticular public values. To say that public values are held in common
does not mean that they are universally embraced or that people agre& enxabienatus or content.
Where des one look for public value® nati onés fundament al |l aws and,
provide good starting points for identifying public valuaithough public law is best viewed as reflecting
rather than establishingublic valuesin some legal regimes, statutory and case law may reflect public
values as some want them to be, rather #sow the population as a whole séieem! Public values can
be found ina ¢ o ufandamendakmythdMythssuchas At heplpamd uoafi t yo often
broad public values. Public values arobe found in the authoritative statements of duly ausadrand
legitimate policymakers.Civil societies are permeated liye public values that provide much of the
structue. The problem is nab find public values buto understand them in some analytically useful form.

It is less vital to agree onpaeciseapproach to identifying public values than to agree that it is useful
to evaluate research impacts from the staimdjpud public values (as opposed to conventional analysis of
economic impacts, intermediag@als or inputs). So long as the analyst is clear aboudigfigition of
public values ugi evaluationof research can proceed and, if transparent, pronaditatebbout the social
impact of research. Ilfhe aimis to gaug the extent to which some public value has or has not been
obtained, rather than whether or not the value is a public value to begith&ith,may be little objection
to positingitasapubliv al ue. Thus, Ai mprovements in public he
only mini mal controversy, as wo wlPdsited asepahlicevallee d i n
even the lat example is unlikely to stir much controversy

A public value mapping criterion model

Disagreement abouhe measurement gfublic valueis less troubling whenhere arepublic value
criteria The criteriausedin the PVM model are a set diagnosticsvhich can be applietb science policy
and the evaluation bresearch (Bozeman and Sarewitz, 200%).someextent like the market failure
model and related concepts, the PVM approach seeks to idémifgilure to achieveublic value.This
occurswhen neither the market nidre public sector providethe goods and services required éachieve
public value. PVM criteria change the discussion of public policy and management by assuniioghthat
government and market orgaaiions need to be more than a means of ensuring market successes and
technical efficiencyin pricing structuresA fundamental assumption of the PVM model is that market
failure says little about whethergovernment should interven&Vith PVM, the key policy question
becomesEven if the market is efficienfoes the investment faib provide adequateublic value?The
PVM model is not a decisiemaking tool (like costbenefit analysis), but a framework to promote
discussion ofpublic value (and its relation to economic vakued public valugs Its primary use is for
policy deliberation and pmoting public dialoge Table 1.1 presenthé PVM model.

7. There are several instances of decisions of high courts in common law countries that do not necessarily
refl ect agreed public values. Courtsd interpretat
Apubluiecs ovailnt o certain texts.Roé&wWadglers)twasrdeceledby n t he
the Supreme Court and established a womanédés right
right under the substantive due process portion of #feAtnendment to the US Constitution. At the time
of the decision, many | aws stated that there was

to choice is a public value (or a f und alamctodaya | rig
even though many Americans have different views.



Table 1.1. Public failure and public policy: a general diagnostic model

Public failure

Failure definition

Science policy example

Political processes and social
cohesion insufficient to ensure
effective communication and
processing of public values

Peer review, the favoured means of
decision making for individual projects,
is appropriated for decisions on huge
scientific programmes, resulting in
displacement of social goals for more
easily defined technical goals

criterion
Mechanisms for
articulation and
aggregation of
values
Imperfect
monopolies

Private provision of goods and
services permitted even though
government monopoly deemed in the
public interest

When public authorities abrogate
responsibility for overseeing public
safety in clinical trials for medical
research, there is potential for violation
of public trust and public value

Scarcity of providers

Despite the recognition of public
value and agreement on the public
provision of goods and services, they
are not provided because providers
are not available

The premature privatisation of the
Landsat programme shows that a
scarcity of providers can create a
public failure that may be remedied by
government action

Short time horizon

Adopting a short time horizon when a
longer-term view shows that certain
actions lessen public value

Policy for energy R&D, by considering
the short term, fails to fully capture the
costs of global climate change on
future generations

Substitutability vs.
conservation of
resources

Policies focus either on
substitutability or indemnification
even in cases when there is no
satisfactory substitute

No-net-loss policies, ranging from
wetlands protection to prohibiting the
sale of human organs on the open
market. fail to take into account the
non-substitutability of many natural
organisms

Benefit hoarding

Public commodities and services are
captured by individuals or groups,
limiting broad distribution to the
population

A prime technical success of genetic
engineering, the terminator gene, is an
excellent means of enhancing the
efficiency of agricultural markets,
potentially to the detriment of millions
of subsistence farmers throughout the
world

Source: Adapted from Bozeman (2007) and Bozeman and Sarewitz (2005).

Devebping andapplying the PVM model

While considerable conceptual work has already been undertaken to provide building blocks for
PVM, thesehavenot yetbeenintegrated to create a viable model that can generate practical analytical
tools. That is the purpe of the work currently undevay. All PVM approaches begin as case study
analysesCurrent PVM casessethe following analytical approaches:

1 Asearch fopertinenti p u b | i ¢ Sewemllappwacies to iddytng public valuehave been
discussegdincluding i) surrogate public values (government mission statements, strategic plans,
and broad policies,tatutes);ii) distillation of public values fromelevant academic literature;

iii) public values as expressed in public opinion polls and publicnstats. The public value
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failure criteria will be used to guide the analysis of possible public value deficits or public value
failures.

1 The application of thgublic values grid After developing information about putative public
values and gathering datbout thesocial impacts of SIPand consequent STENSGcience,
Technology, Engineering, Mathematia®search and innovation, it will be possible to map
historical andcurrentcases on an improved version of the prototgpblic values gridA key
aspectof the proposed study will be to improve and further specify both the public value failure
criteria model and theublic values gridincluding further extending their direct relevance to
SIPs.

1 Developing value analysis chains: Among the many reasonspulbljc value analysis of S&P
has made little headway is that values analysis is remarkably underdeveloped. One of the
difficulties of values analysis (Gaus, 1990) is that analysts sometimes fail to consider relations
among values, including featureachas value hierarchies, conditional relations among values,
logical structures of multiple and related values, and -emens relations (Braybrooke and
Lindblom, 1963). One of the key objectives of the research is to devel@aphdy to clarify
relationsamong values.

The analytical lenses for the caseidies can be thought of as master hypotheses about possible
determinants of the public value outcomes. The casdies usdour important contextual factors that
affect thesocial impacts of researchdh8&T policy.

9 Characteristics of the knowledgeroduced bythe research In some instances knowledge
creation processes, innovation and, ultimately, social impactdaegely governed bythe
inherent characteristics of the science or technolegy.i tt & n o | o gip inspanceshwinen
companies push innovation through R&D processes without a defined need).

1 Institutional arrangements and management affecting knowledge production and use.
Institutional arrangements pertain to the configuration of produaed users of scigfic and
technical knowledgdahe ways in which they interact, their internal and network management.

1 Policy and political domains of knowledge production and U$ese arethe political, legal,
public policy and normative factors ah determine research choices, sdilion and impact
(e.g.characteristics of intellectual property policy or structures of budgets for research).

1 Market settings for knowledge production and WBeblic value may be achieved (or thwarted)
by markets, gasimarkets or government entities. In some instances, much can be understood
about public value by considering such market features as the relative scarcity of resources,
market actors controlling resources, market segmentation, extent and nature diticompe

The casestudies currently undeway aim to apply and toufther develop PVM approachebhey
focus not only on research developments and the evaluation of research but also on the use and social
impact of knowledge produced thin theframework ¢ the casestudies. Casestudies at varioustages of
development includaanotechology-based water filtratioralternative fuelsclimate chage inequities in
cancer research and treatmeanrtdpublic value impacts of technology transfer.

These casstudies wi | | not only perform t me tcraasdi tsitoundail:
will also: i) provide a context for the application of a variety of analytical approaches including logic
mockls and value chain analysig; help determine the exteto which it is possible to distpublic valies



satisfactoity; iii) exterd the theories upo which PVM is based and iv) point the way for further
development of analytical tools.

Conclusion

The assessment of the impacts of researchltonate social ad public valuds at a quite primitive
level. Few tools haeb een devel oped and ma hay impdrtant limiwatiofsByo r r o we
simultaneously working to develop theory, concepts, cases and early analytical approaches it is perhaps
possible todevelop approaches that supplement the rational choicebeostit, bibliometric and other
approacheso the evaluation afesearch that have been developed chiefly for purposes other sessiag
public value.This chapter has reviewed some of thetimadions for a public valueriented approach to
assessment, some of the probldorsdeveloping such an approach and a few of the early stepsttaken
fulfil the perceived need for approaches thattmtterable to determine thgocial impact®f reseach.
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CHAPTER 2

ASSESSING THE ROLE OF PEER REVIEW

This chapter explosghe role of expert reviewndthe need to include the socialpactsdiscussed ir|
the previous chapter in the evaluation procdisseviews the role of expert review as a key tool
evaluation of public R&D. It explres current challenges faced by the peer review process and
review asa tool for ex anteandex postevaluation of research policies, programmes and public res
organisations (PROsltaimst o provi de a comprehenswdeatstkle
and policy level and to summarise methodological issues and good practices that have emer

OECD member countriesd experiences. Althouglt
a guide or handbook for progrararmanagers in evaluation agencies.

Introduction
Aims and scope

This chapter addresses definitions, procedures, the underlying issuesggedtions for research
policy andprogramme expert reviewt. first summarises the definitions, the purposesapmlications, and
the merits and limits of expert revieWthendescribes in detail the expert review process protocols found
i n member countr i es befogeadirdssmgpmethadoldgicakissupmegardirgexpent e s
review andsuggestsolui ons b as e d researchexpenencesFinaldy,andny key principles and
suggestionaresummarisd.

The problems in fAexpert reviewo

Theexpertreview is one of thenainmethods usetb evaluae science and technolog®&T). It plays
a significantrole in many of the key stage$ research. It is the main mechanism for deciding who and
what gets funded, who publiskin the scientific literature, an@vho is selected and promotdyy research
institutions (Scott, 2006). It is also the core tool usedvariousresearch and developmerR&D)
programmes and innovation policies.

Expert reviewhas many meritdt is a relatively quick, lowcost, weltknown, widely accepted and
versatiletool which can be used to answer a variety of questions througheuyirdject performance cycle
as well as in other applicationk.also provides an opportunity for mutual learning. Expert revieay
well be the best of all known methods of assessing R&D programmes and policies so longrapérig
managed.

There ae, however, concerns that thepertreview system is under pressure émat users arwsing
confidencdn it. The lack of confidence stems from the fact that the system depends motéssional but
subjective decisions ahdividuals. Moreoverthe pocess is increasingly tim@nsuming and resource
intensive.lt is not an exaggeratiaio say thaexpertreview currently faessome of its strongest challenges
in several decadesThey are bothexternal and internal. Externallythere is some evidencef o



dissatisfaction among political decisionmakers aboutthe capacity ofexpert reviews to reflect
socioeconomic and political priorities. Internallyhere isa hollowing out as increasing pressian
researchersoé ti me ma k dswilling torumdertakedaviéws.iFiom the perspective i n d
of evaluatiormethod, it is an appropriate time to assess the status of expert review and to identify possible
challenges and solutioig\mong the key issues that arise:are

1 How to reflect socioecomnic and political priorities effectively and link these priorities to
decision making in expert review processes

1 How to combineexpert review with other quantitative and qualitative methods to improve
evidencebased policy

How to enhance cost efficienaat the various ages of the peer review process
How to develop an effective international frame of reference for expédw.
How to manage conflicts of interest in the expgextiew process

Whatopportunities thénternetoffers for improving expetrreview

= = =4 =4 =9

What type of expert review isippropriatefor the evaluation opolicy, programmes opublic
research organisationBROS3.

1 Whatthe key principlesrefor ensuringa highquality programme/policy expert review.
Definitions and applications

To fully understand the scope of expert review and its relative strengths and weaknesses, it is
necessary to understand what separates expert review from traditional peer reviewallBhfor a
comprehensive definition, as well full understanding of its psepand application. This section considers
definitions of expert reviewdescrbesits purpose and applicatipand discussethe merits and challenges
of the process.

Definitions

There are several definitions of peer review. HartmamhNeidhardt (199D define peer review as
various processes to evaluate the quality of research by peer scientists. Caagfaina(1983)define
peer review as 0 afrgeeackpopsabgyf paesescmemtt i st s 0. Kr
provides a simpleaf i ni ti on of peer review in science as
decision makers from recoged experts in relevant technical aeahubinandHackett (1990) say that
peer review is an orgasgid method for evaluating scientific reséaig order to enhance the exactitude of
the research process, evaluate the authenticity of results, and allocate scarce résbor@8CD
document provided a comprehensive definition of peer review (Gibbons and Gept@&du

8. For these reasonshe 2005 OECEBMBF Conference orEvaluation and subsequent meetings have
highlighted a number of issues in the area of peer review of researchwv@genternationales
buero.de/de/2193.phlgndwww.pragueforscience.cz/Scientiftogramme.php

9. Some usethe termfipeer adviced, ofipeeripeenl y udgement o, i
censorshipo, fimerit reviewo and fAirefereeingo as an

@)) OECD

BETTER POLICIES FOR BETTER LIVES


http://www.internationales-buero.de/de/2193.php
http://www.internationales-buero.de/de/2193.php
http://www.pragueforscience.cz/Scientific-Programme.php

Peer review is the namevgn to the judgement of scientific merit by other scientists working in,

or close tgthe field in questionPeer review is premised upon the assumption that a judgement
about certain aspects of science, for example its quality, is an expert decisiditecapaeing

made only by those who are sufficiently knowledgeable about the cognitive development of the
field, its research agenda, and the practitioners within it.

Peer review in this form is intrinsic to the practice of scieand isusedfor publicaton, career and
resource allocation decisions$.is widely used by industry, government and acadefhis. increasingly
used as an instrument fex postevaluation. Theeer reviewmodel has also been extended to encompass
additional criteria, notablycgioeconomic criteriathe potential to contribute to innovatioand other
considerations of merit beyond scientific quali@ivent hi s t r e RPeabr, Reviely RBEIE204)
defines inprogress peer review as:

A rigorous, formal, and documented evalaatprocess using objective criteria and qualified and
independent reviewers to make a jaggnt of the technical, scientific, and business merit, the
actual or anticipated results, and the productivity and management effectivemesgrainme
and/or prgects.

Clearly, no single definition of peer revieis used in the evaluation literature. However, all
definitions of peer review adhere to the fundamental concept of a review of scientific or technical merit
and socioeconomic impacts by individuals wittofpssional competence and no unresolved conflicts of
interest (GAQ 1999; Guston2001).

From peer to expert review
Expert reviewis a broader concept than peer revi@Whe classical definition of a peerfia person

who has equal standing with anothéf her ef or e, one c¢coOuéardviewa & persaorpeer
persons by others of equal standinghe crucial issuessh ow fequal standingodo is

C

although scientists who partici peaetres 0 no fa nt heev aa pupalt

evaluating research proposatgperts in other fieldsn addition to peer scientistshould be includedh a

programme evaluation. The term fAexpert reveewo i
evaluation ofa pr ogr amme . The term fAexper t(Ruegg anddordan c o u |
2007):

Qualitative reviewppinion andjudgementfrom individuals with professional competenme the
subject being evaluated, based on objective criteria

The besknown form of expert review isctually peer reviewon the premise that a scientistor
engineefs peers have the essential knowledge and perspective torgslgachquality. Peer review is
commonly used to make many kinds of jadignts, such as those abdhe careers of individual
researchers, about the value of their publications, about the standing of research institutions, and about the
allocation of funds to individuals and to fields of research (COSERB®2). Therefore, some peoplse
the termrdpeewd instead of expert review.

10. According to COSPUP (1999) fiexpert review canbe classified into three typed:peer reviewwhich is
commonly used to make judgemerdbout the careers of individual staff members, the value of
publications, the standing of institutions, and the allocation of funds to individuals, satizams and fields
of inquiry; ii) relevancereview which is used to judge whether an agéagrogammes are relevant to its
mission; andii) benchmarkingwhich is used to evaluate the standing of an osg#ion, programme or
facility relative to another.



In sum expert/peer review has distinguishing characteristcgualitative method, judgement by
gualified individuals andobijective criteria Whichever definition one uses, the following isso&s/ be
importantfor high-quality expert review or peer review:

1 Who should be the evaluator?

1 How canthe credibility of subjective opinions and judgements of individbhalenhanced

1 Howcanmaterials and criterine develogdand providd to evaluators for objective evaluati?
Purposes and applications

Expert review is but one of many methods of evaluation policy makers use to reactetimons
To evaluate policy or programmasvolves assessing one or more of five domains (Ragssey and
Freeman, 2004): i) the needfor the policy/programmeji)t h e policy/ pr oig@rta mme 6 s
implementation and service deliveiy) its impact or outcomes, amjits efficiency. The general goals of
the evaluation relate mainly to programme improvement, enhancement of abddyntor knowledge
generation (Chelimsky, 1997).

According to the literature (Kostgf2004; Alassaf1996; Armstrong1997; Cram 1992; Leving,
1988; Pallj 1993; Rainville 1991; Ramsay1989; Stul] 1989; Wakefield 1995; Wicks 1992 expert
reviewsof projects and programmes serve a broad range of purposes:

1 Theyserve as a quality fiét to conserve scarce resources

1 Papers published in pessviewed journals are assumed to be above a threshold of minimal
quality, ® that reades canassume thahe documentgontained in journalare of high quality.

1 Projects and programmes seledbgdexpert reviewfor initiation or continuation are assumed to
be abovea minimalthreshold of quality

9 Precious labour and hardware can be fedum seleetd high-quaity tasks

1 Expert review has the potential to add value to, and improve the quality of, thecnijatnos
programme under review

1 Expert review camelpprovide legitimacy and competenagdi ncr ea s e & vigbility gr a mm
and support

1 Expert revieve range from being an efficient resource allocation mechanisbeiaga credible
predictor of research impact

1 A properly conducted expert review of a research programme can pits/gf@nsors with a
credible indication of t maagemea gmd appro@idtenesgal a | i |
direction.

Policy makers and programme managers warédmn froman evaluation whether the research is
donecorrectly(e.g.has high quality and efficiency); whethepr ogr amme 6 s R&D ef fort s
the right aeas; whether programmecreated knowledgecan find varied applications that generate
additional benefits to the nation; how collaboration and other activities stimulated pyogrammehave
affected the nati on6sinR&Dpast &optsady ndwiplarinedsinitiatvesn ate way s
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worthwhile. A good expert review should be able to provide programme managers and policy makers with
answers to these questiof®uegg and Jorda(2007) provide a good summary of uses mbgramme
expert review

9 tocorduct inprogress reviews of scientific quality and productivity;

1 to help answer questions about the relevance, timeliness, riskiness and management of existing
programme gesearch activities arslifficiencyof resourcdor new programmsg

i toscore and ft& projects to aid decisions to continue, discontinue or modify existing or planned
project, programmes or initiatives;

9 to help assess the appropriateness of programme mechanisms, processes and activities and how
they might be strengthened;

1 to integrate maltiple evaluation results andhake judgements about the overall success of a
programme or programme initiative;

9 to provide information to help programme managers make decisions to design or revise their
programme, redirect existing R&D funds, or allocagev funds.

Merits and limitations

Like other method of evaluation, expert revievnas its strengths and limitations. This section
summarises thmerits and limitationsf expert reviewlts meritsareseveral

1 It is relatively fast and convenierissumig that the most appropriate experts are selected,
expert reviewcanbe very efficienin terms of the time required

1 It may be carried out ivarious situations There are few typeof projects or programmehat
would notbenefit from expert review.

1 It can easily persuade stakeholdersaatzept It is relatively easy to persuade both ety to be
evaluated anthe stakeholder teindetakeanexpert review

1 It is relatively cheapThe need for furtheranalysisis lessened by reliancen the existing
knowledge of the expert$

1 It providesthose involvedwvith opportunities for mutual learningThe expert reviewproces
involvesmuch discussion and exchange of idéldss can lead tontended and/or unintended
benefits.

Despite thdoregoingmerits,expet reviewhascertainlimitations:

91 It is difficult to ensurehe accuracy and quality of theesuling evaluations Expert reviewhas
limited usefulness as a method to guarantee reliability and consistency (or repeatability).

11 There are, however, considerable hidden indirect costs. For programme evaluation, theoattonmy
increase significantly owing to the additional resources needed to analyse the programme.



1 The quality of a reviewan beaffectedby t he reviewersod biases al
Although various measures can help to redb@eses and conflicts of interetiiey cannever be
completely eliminated.

1 Expert reviews tend to perpetuate orthodox and conservative paradigth®d reject new
paradigms that threaten tetus quo

The second and third drawbadadkdateto the reliability of or confidence in expert review. These risks
generallyappearin the review of grant applications or scientific papeies. froject level exprt review)
and have mostoften beenexamined in the context dipeer review While reviewers should be as
objective as possible, in practice, peer grdgnt is affected by factorse.g.bias, favouritism,
conservatismdiscrimination),which have nothindgo do with the subject of the evaluation. The possible
lack of objectivitycan lead to a lac&f confidence.

The firstbiasi s known as t h, ee.tlieMibdatioh & researdh furdsay be skewed
towards more famous and influential researsh®loreover, the effect alsndicatesthat researchers who
received funding in the paate more likelyto receive furthefunding (Merton 1973). Gustafson (1975)
showed that 46% of all research funds in theitédl Stateswere awarded to the tofen research
organisationgunded bythe National Institutes of Healtland the top onthird of total funds went to the
top 20 organisationfunded bythe National Sciencdoundation The #AMatt hew effectod
problem, especially when research funde scarce Those who point out the problem are usually
unsuccessful applicanfBouris 1988).

Peer review is not immune to the risk @bnyism Personal connectionplay an important role
especially in the evaluation of a major project that may hastoagi mpact on a research
The selection of panel members and their evaluation processes may also be influgagedriiism and
discrimination.For exampleif a personholds a key postn the evaluation committfer a long time and
thenappoints his/her successtine evaluation committee may represtmd interests of a certain group
rather thanthe entire science communit¥his can lead to discrimination against certain groupsh
women, young researche researchers who work foless renowned institutes and universities
(Gustafson1975).0bjective and fair evaluatigrare importanto avoid social replication or the salled
flold boyHnetworlo .

Many critics alsocall attention tothe conservatisnof peer reviewand a tendencyo support an
orthodox paradignrather than look forpromoteand fundmore innovative researcin this case, peer
review is likely to reinforcae he vi ews of mai nstream schalfarcg 0t !
(Kostoff, 1996). This makes the choicaf members of the review panighportant a weak pointof peer
review isthe fact that panels agenerallycomposed okpecialistsin specific fieldsrather tharexperts
with a broader viewA review panel composeohly of mainstream researchers will bwre concerned
with questions s likeltobhes uitic & gathkritharthareefgndamentalhquestions
suchasii s this resear ch r e alsolngte thatthesd scldolards may eéendt netitan  a u |
acknowledge the scientific agviements of other fields (Bozeman and Melk&@93). Established fields
may also havenore ready access tile mass media and governm@pouris 1988).

Ethical issues alsaarise in the peer review procesdraud, plagiarism, fabrication, image
manipulaton, leakage of commercial confidentiality, etc. (Campb2006). It is relatively easy for
reviewers to appropriateoruag r ant appl i cant és i deas ifthgycah@uttayi ng
research osimilar topics.Alternatively, a leading eholar may not want to see a rival who might challenge
his/her authority succeehd so may criticise h e r e speopat(Poures £988). Scientific misconduct
like this hasanenormous impact but is often hard to document. In fact, much miscondsmiente and
technology originates in the peer review procesen thoughhte academic worléxpend a great deal of
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effort to prevenit, sinceone purposef peer review is to protectttec i ence and technol

ethical values (Goodstgith9%).

Key processes of expert review

This chapter highligrg challenges to expert review and presaame emerging solutionk is useful

first to describethe key processes of expert review of programmes/policies becaysdiffee from the
evaluation 6 research projects in terms of thase, stakeholders amdmplexity Good examples of the
expert reviewprocess at programme level are providedvamious national or institutional guidelines
(EERE 2004; Kostoff, 2003; Kostoff, 2004; Rigby, 20@®itish Academy, 2007EPA, 200().12 Expert
review is generally understood to have threain phasesprereview, implementingreview andpost
review. This section describes sephaseshighlighing some importansteps inthe process.

Pre-review

The prereview phase is a preparation and planning stage and includes the following three activities:

establishing the foundations of the review, selecting reviewers and preparing tools and materials.

Establishing the foundations of the review

Initiation of the review Assigning responsibilities A successful expert reviewf an R&D

programmerequiresthe full participation of the unit being reviewed The necessary otivation and
participation derive from the actionsafior gani sat i on 6 s wherthe pomess isnidiated g e me n t
It is essential foa senior manager (ithe evaluation agencyp send out an initial letter to all participants

setting outthe purpose of the review and its importance; the goals, objectives, and scope of the review; the
identity andresponsibilities of the review manager(s), the general responsibilities of the reviewers; and the

responsibilities bthe reviewers throughlbphases of the review proceg&stoff, 2004).

Identifying the purpose and scope of the reviewdnce the senior amager has assigred
responsibilities, hishe must establish the principles that govern the review. The first step is to determine
its purpose and scope within the context of other review and management activities. Clearly identifying the
objectives of theeview and the boundaries of the programme to be reviewed provides a framework. If the

purpose is unclear and the scapto broad theresult is confusion and lack of precisidfowever if the
scope is too narrow, it is difficult tgain an overall pespectiveand draw conclusions ohow to
redistribue resourcesand make changesvaluatiors of R&D programmes may include -ohepth
technological reviews of the S&T projects within the program@enerally speaking, at the project level,

the reviewfocusee n whet her t he fpr o.jAteghe pregrammecevd), ehé focgs isdon n e

whet her the Aright things are being done

12.

Opinions on the phases of expert review differ. HERE guide and Kostoff (2004) provide information
and examples useful for planning, conducting asdguexpert reviews based on best practices in the
United States Kostoff suggests the following five phaseéginitiation of the review;ii) establishing the
foundations for the reviewii) preparing for the reviewy) conducting the reviewy) enactingpostreview
actions. EEREOGs gui d preparaiansijiy prelvegisw; iif) conduct qf tha eesy;:
ivipostr evi ew activiti es. PeeriRevieW Handbedq®200® teactibestliree Bt&ydsd s
i) planning a peer reviewij) conducting a peer reviewiji) completing a peer review. Rigby (2002)
suggests twelve key stepy:setting the terms of referend®; overall time availableiii) appointment of
panel chair;iv) appointment of panel members)appointment of the panel etary or scribe;

vi) operating procedureyii) schedule of work of the paneiliii) links from panel to programme/client and
other subcontractors;ix) identifying the requirement for external suppot}jnterim reporting;xi) final
reporting;xii) disemination.

00

r



Usually a review unitis established to defenthe scopeof the reviewand assestow well the
programmeéfits the policy olectivesand consideits relation with other programmes, the relevance of the
project portfolio andt h e p r o getaBomimthé® external environment. The review utherefore
needs to be selected the basis ahe objectives and uses of evaluation.

Identifying the evaluation criteria andthe review questionsExpert review requiregstablishing
evaluation criteriain advance The pr oj ect / pand the abjpotivesdand naturs of ithe n
review should help to identify and select evaluatioteda. The criteria and standards for judging aspect
of the programmeshouldr ef | ect t he pr ogr amme &hechataetdristicsioft theon o f
programme or projects. & should focus on thaspecst that most need to be discussed by an objectiv
expert groupThe citeriaandthe relevanguestions need to be stated as clearly and succinctly as possible
to guidereviewerstowards the appropriate godSERE, 2004).

The fundamental criteria favaluathg an R&D programme are research qualitgsearch relevance
and overall programme qualityThey are sometimessubdivided into research merit, research
approach/plan/focuss-ordination, match between resources and objectives, quality of research
performers, probability of achieving research olijes, programme productivity, potential impact on
mission needs (research/technology/operations), probability of achigkatgimpact, potential for
transition or utility, and overall programme evaluation (Kostoff, 1997; Kostoff, 2004).

For examplejn the United States few criteria are recommended and used byDepartment of
Energy(DOE), the Office of Management and Budd&MB), the National Academies of Scien@¢AS)
and other agencies. The most prominent are usually accomplishments, relevhneetizod-® Because
gpecific questiongnake iteasier for the reviewer to do the job requestdluation criteria are often
presented to evaluators as questions tailored to the particularities of the evaluated project/programme.

Identifying the information needed and data collection/analysis process&fter determiningthe
purpose, scope, criiarand questionsattention should turn to the review process itself. During this phase
several questions arise: What type of review should take place? How dheub@cessary dathe
colleced, analysd and transmited to the evaluators? How shoulthe evaluation results from the
evaluatorde presentetiThs will depend on the particularities tbfe programme/policy anis objectives
and uses. For example, iig main objective of the evaluation is to determine howptiogrammeis
performing, the data e f | ect t h eerfggmancg anghmanal\dis focuseont he pr ogr a mme
output, input and impact. On the other hand, if the objedite modify a progamme or to decide aits
continuationthe analysiswould addresghe relevance of the programmedaxamineits past portfolio.

The data collected must be sufficient for reviewers to judge past and ongoing activities against the
criteria and the specifiguestions. The data usually include material that is providedtpriord during the
review. A balance must be struck between too raruth too littledata. To the extent possible, materials
that are already developed or planned for other purpsisesid & usedto minimise the burden on
researchers. Depending on the type of programme, data can include the following (EERE, 2004):
information on the programme/project mission, goals, targets and other milestones. Additiorzak data
sometimes necessary, sud data on how funding is allocated across key activity areas; summary project
reports, plans and budgefsesentationdy principal investigator or project manager; lists of publications

13 Although programmes may choose to define additional criteria, all EERE programmes are expected to use,

at a mini mum, the following t hr aeuality, rpiodueivity and (r ef e
accomplishmentij) relevancejii) management. In addition, reviewers may be asked to provide an overall
assessment. The OMB R&D Scorecard provides another example of criteria (US DOE FY 2002 R&D
Scorecard):i) accomplishmentsii) relevance, relevance of future researiif);approachto performing

technology transfer/collaboration.
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or patent applications and the results of citation analysis; roestsurveys available impact studies;
reports prepared by other external groups; aratf@rdata and information reviewers may request.

Identifying the type of review group and the audiente.programme/policy review, the competence
of the review grop may be more important than individual review@rgchnical competenceThe
selection of type of review group tisereforean important issue and should be addressed atah®f the
review processVarioustypes of groups are possibgepending orthe aim of the review: for example,
there may be an independent panela group of experteho areindependent of the agency and typically
funded under a contract or an external group congisf experts individually contracted to the agency.
Generaly, an independent panel is used when the purpose of the evaluation is to assess the performance or
the accountability of a programme.

A programme review an provide an excellentneans ofdisseminating programme information and
results to a wide audienck.needs to beletermired early in planning whether or not the public will be
invited to be present or participate in the review sessions. Care should be taken to ensunevidat
audience includes: actual and potential customers, stakeholders andwetisgght groups, ceponsors,
users, and other agency representatives (Kostoff, 2008).

Establisiing a timeline and determiningthe logistics of the review The primary goal of a
programme review is to provide information that assists programnieasthimanagers in their efforts to
improve programme performanc8ecause evaluatiommas apractical purpose, itming is important.
Consequently, after settiregdate for preseirtg evaluation results, major deadlines shouldesblished
Although in theoy, resources (time, mongpeople, etg.for the review depend oprogramme size,
objectives of evaluatignetc, in practice these resources are scaildeese limitationsneed to be
consideredvhen determininghelogisticsin order toconcentrate on kegsues and fundamental processes.

Selecting and inviting the reviewers

Identifying criteria for selecting reviewersVhen seeking nominatiorier reviewers it is important
to state the selection criteridearly. The reviewmanagerworking with staff, he external steering group
and othersestabishesthe qualifying criteriavhich caninclude:i) in-depth knowledge of the subject area
for whichthe reviewer iselectedii) lack ofreal or perceived conflicts of interest.

Developng a list of possiblereviewers and nominateReviewes are appointedafter the overall
technical description of the programrhas been establisheshd descriptions of the technical safeas
have been presentedPotential surcesof candidate reviewers includeecommendationsf programme
manages, membership lists of prestigious organisations, agency review boards, agency consultant pools,
andcontributors to technical databases (suchuiborsof journal articles or technical repog). The review
manager, working with thexeernal steering group and/or others, develops an initial list of candidate
chairpersons and reviewers hy:arranging for several independent, external objective groups familiar
with the prgramme to nominate candidatdi¥;identifying candidate chairpgons and reviewesmong
experts identified in a bibliometric search of the published literature on the topit the basis otheir
roles in research or management institutions ofegsional societiesiji) employing a cenomination
approach i.e. sdecting reviewersamong personsiominated by more than one external expert in the
relevant field.

Gatheling background informationand developing annitial selection list The review manager
gatherdnformation on the candidate chairpersons and reviefa@rexample by

1 Reviewing the performance of reviewers in past reviews.



1 Contacting candidates to determine their interest and availability; sending them project summary
descriptions to identifyheir interests and possible conflicts; and requestingrawigwing self
assessment forms.

9 Obtaining staff and/or public input to identify candidatéd® may have known biases or other
issues. Considerable care is needed to prevent the gathering of materials or other inputs that could
unfairly or inappropriatelycharacterise an individual, whilensuringthat privacy or other
concerns are not raised.

Selecing the chairperson and reviewers frotie list of nominees The review manager selethe
chairperson and reviewers from the list of nominees by working thi¢ external steering group, the
chairperson (after selection) and/or othéwsexample by

1 arangingfor independent, external, unbiasadd objective university, professional society or
other groups familiar with the programme, as identified abtwveglect the chairperson and/or
the reviewers from the nominees

havingthe review chairpersaoselect the rest of the reviewdrsm the nominees

identifying the chairperson and the reviewers based on-aoponation process among the
candidates

1 using an independent, unbiased, objective contractor to select the nominees either directly or in
collaboration with the steering groupnd independent, external, unbiased universities,
professional societies, or others.

To ensure transparentlye selection cess should be carefully and fully documerdedincluded
in the final report.

Preparingtools and materials

Developng guidelines and tools for the reviewBoth the review panel anda$e being reviewed
should clearly understand thee v i abjecfives and guidelines as well asethpecific evaluation criteria.
The review leader and chairperson should determine how the pgrojgcdmmeis to be rated and
distributethis informationto bothparties, generally in thieerm of a written descriptionf the evaluation
method These guidelines should describe the purpose and scope of the review, the evaluation criteria and
guestionsthedata to be presented, and how the datatobe collected, analysed and reported.

Rating or scoring systems are oftendise improve the effectiveness of the evaluatido.ensure
comparability of ratings across reviewers and review gragpsewersneed touse the rating scale in the
same wayThe scale mudbe well defined so that given rating ddjective or nurper) will represent the
same appraisahadeby different reviewers.

Developing presentationsDuring the review processt is easy forproject leadergo prepare
presentationslt is more difficult to present a programme becausethe needto account for variosl
socioeconomidactors as well as the numerous components of the programmekBtsdifation managers
should provide appropriate guidelines on presentation to relevant managers.

Providing evaluation material Before embarking upoan evaluation, the evahtors, as well as those

being evaluatede(g.presenter, programme manageeedclear instruction®n the materials needed for
the evaluation. Thiallowsthose beingevaluatedo prepare for the evaluatiaffectively.
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A variety of background materiakhould be supplied to reviewers (ard the invited audience)
before the review. When dlke being evaluated submit background material and reshdised orthe
guidelines provided by the evaluation manager, these matehialtdbe distributed in a timglmanner to
reviewersalongwith guidelines on evaluation criteria, processes and indicatds.ensure the quality of
the evaluatiorit is important to provide sufficient time for reviewing these materalaluation managers
can provide documentdescrbing programme accomplishments at this tinsthough it is better to
distribute them in advans® thatreviewerscan, if necessaryequest additional materials.

Creating an expert review recordThe expertreview record is established at the beginnohghe
review procesand maintained throughout.should contain all the kengview documentslt is important
for transparency and wilielp theevaluation manager to improvee expert review process

Conductingthe review

Providing onsite instructins to reviewerslt is recommended that the review leader or chairperson
orally reinforce the previously distributed guidelines at the opening of the réviemder toclarify its
purpose. Thiggives reviewes an opportunityto address outstanding concerar questions before the
review begins.The leader or chairperson should also remind reviewers to keep all evaluations strictly
confidential during and after the review process.

The specifics ofthe onsite instruction depend on choices made by the weveader, review
chairperson and/or group. However, in general, reviemargbe instructed to) read and understand the
evaluation criteria and peer review procedur@sevaluate each programme elemeiii} prepare
preliminary comments on the meritff the projecggrogrammein accordance with the peer review
evaluation criteriaiv) be prepared to discuss each proogrammeat the meeting or assign a rating or
ratings that reflect the r evipregrammensacodancenvitiotne o f t
specific evaluation criteria, and) complete the poskeview evaluation form.

Programme presentation anduestions and answergQ&A). Presentation is a crucial step in the
review process because expert redagneratenew ideas througlliscussions between evaluators and
those evaluated and providepportunitiesfor mutual learning. Concerned parties from various leviels
organisation unit head, programme manager, technical unitiheaidmake presentations. For example,
technical presstationsareinitiated by the head of the organisational unit in whichpitegrammeresides,
and include the following information: the mission and objectivah@brganisational unit, a list of adif
its programme, a description ofhe objectives ofeachprogrammethe funds and people associated with
eachprogrammeand with theprogrammeto be reviewed, an overview of tetages andccomplishments
of programms not being reviewed and their relation toghof the organisational unit's missjqotential
national impact, etcTheprogrammenma nager 6 s canrpm®sde a maetdetaled overview of the
programmeunder review, includingts objectives the requirements to beatisfiedand derived target
capabilities for the S&T initiative

Discusson and judgment. Reviewerto-reviewer interactionfor exampleduring a special closed
sessionto discuss their preliminary ratisg@ndthenfinalise themcan improve the quality of the review
findings. This discussion cdrelpclear up misconceptions oitroducenew information. Such interactions
may be particularly importarior a higherlevel programmereview as they can helfp better understand
the full range of issues. The review chairperson needs to ensure that no single reviewer dominates the
ratings discussion and to make clear that consensus is not expected.

After reviewershave discused their ratings,they establish their overaljudgement. Sometimes
reviewer® individual opinions arecompiled; sometimes, consersus reachedon the basis othe



individual review resultsin programme evaluations the latter option is often prefettes.importantfor
the choice of final judgment methodo be determined in the preparatory stage of the review.

Synthesising e v i eewatiatisndesults After discussion and juément, the evaluation results are
confirmed and synthesad for the final report. In the case of evaluations that determine priorities among
different programmesa rating or scoring system is often uskdthis case, the type of tiag or scoring
system should be determined in advance.

Developing the review documents and reportThe review report provides managers with an
independent assessment of the pr ogr aVimrecappicabey od u c
the report $ould include the following;programme/project identification, description and budget;
narrative summasing the salient features of the comments of the individual reviewers and their reasons
for their judgements; conclusions supported by specific obstioms;asu mmar y of revi ewer ¢
assessmentfoeach individual criteon as well as the overall assessment; recommendations aimed at
improving programmeperformance, including areas where further study is desirable; comments on the
status of recomendations made at prior reviews, if applicallegd anexeswith the full text of reviewer
input.

The review chairperson concusith and signs off on the report, which is often also sent to reviewers
to review their own responseWith this report, théd c on du c t i n g isrcancludeehndithe pepod s e
is distributed to stakeholders such as the programme manager.

Postreviewprocess

Integrating additional commentsBefore the report is distributed publicly,ode evaluated and the
programme managecan respondto the r e vi e @oenmaenés and recommendations. At this time,
additional comments about the review from the reviewers, the external audience or senior management
should be considerddr integraton into the review report.

Drafting a final report. In general, theres a long version and a short versiohthe final report. The
long version includes all the written material generated during the course of the review. It provides an
archival record of what was done. The short version sursesdhie detailsof the process and foceson
reviewes @omments and other significant inputs, conclusions and recommenddatlendinal report
should include the viewpoints of all reviewers, with appropriate weightingtHerjudgemens and
expertise of specifi contributors.

Making the report available to the publid¥hen the final report is presented to polieyel decision
makers or highelevel committees and is recogadl as an official evaluation, the report should be
available to related parties as wadl the general public through publications and the Internet.

Assigning action items and evaluating responses to action itdfrinternal management accepts the
conclusions and recommendations of the report, action items should be assigned to theasgppropri
personnelto respond to problems identified in the repdrbossibletypes of responsiclude corrective
action or rebuttalof the conclusions and recommendationsie Tresponse should be evaluataud
appropriate followup action taken. These actiorerits, responses and follayp actions should be
presented at the introduction of thebsequernteview.

Evaluating the expert review process itself, including the lessons learfdds step is considered as
a type of metaevaluation. Expert review is uses a valuable resource for improving future expert reviews
by providing information on problems faced during the process.
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Table 2.1. Phases and key actions for the expert review

Phases Key actions

Pre-review Establishing the foundations of the review

T Initiating the review: Assigning responsibilities (K)

Identifying the purpose and scope of the review

Identifying information needed and data collection/analysis processes
Identifying the evaluation criteria and review questions to be used
Identifying the types of review group and the audience (K)

9  Establishing timeline and determining logistics for the review

Selecting and inviting the reviewers

Identifying criteria for selecting reviewers

I Developing a list of possible reviewers and nominating

1 Gathering background information and developing initial selection list
9 Selecting the chairperson and reviewers from list of nominees

Preparing tools and materials

Developing guidelines and tools for the review
Developing the presentations

Providing evaluation materials

Creating the expert review record

Conducting review Providing final instructions to the reviewers

Presenting the programme and Q&A
Discussing and judgement

Synthesising evaluation results from reviewers
Developing review documents and report

Post-review Integrating additional comments

Writing a final report

Making the report available to the public

Assigning action items and evaluating response to action items
Evaluating the expert review process itself, including lessons learned

E E R EE L E R

Source: Adapted with changes from EERE (2004), EERE Peer Review Guide: Based on a Survey of Best Practices for In-Progress
Peer Review, August; Kostoff, Ronald N. (2003), Science and Technology Peer Review: GPRA, Office of Naval Research; Kostoff,
Ronald N. (2004), Research Program Peer Review: Purposes, Principles, Practices, Protocols, Office of Naval Research; Rigby, John
(2002), fExpert Panels and Peer Reviewo in Fahrenkrog, Gustavo, Wolfgang Polt, Jaime Rojo, Alexander Tubke, and Klaus Zinocker
(eds.), RTD Evaluation Toolbox: Assessing the Socio-Economic Impact of RTD-Policies. IPTS Technical Report Series, EUR 20382
EN.

Issues andsuggestedsolutions

The preceding section draws attention to the main steps éxja@rt review. Théollowing discussion
furtherdefines thdassuesraisedand discusses possible solutions.

The changing context

A number of changes affect how expert review operates. These changes offer new challenges and
opportunities for expert review.



Emphasis on performanc&ince the 1990s, thénew public admiistratiord of Australia New
Zealandthe Uhited Kingdomand the Wited Stateshas emphasised both evaluation of public policies and
utilisation of the results.For example, to enhance the accountability of government programmes, the
US GPRA (Government Brformance and RessltAct) requires performancébased management and
performancébased budgeting.

Progress on international benchmarking and the internationalisation of evaludaflany OECD
countrieshaveincreasd the international benchmarkingf their S&T policies (OECD, 2007d). Thisiay
be seen as a conting effort to promote the quality and objectivity of evaluation.

Development of methodologiddore effortshave been mad® evaluate programmes/policies using
guantitative indicatorsThis haded to the development of new indicatovarious methods hawssobeen
devel oped t o meas usoeoecmmmidmpadcts. Tip indicgtesa gnowmg iBterest in
developing ways to effectively complement expert review with other evaluation rethod

Need forgreater transparencyThe limited resourceavailablefor R&D create morecompetition
when settingoriorities This calls for greatertransparency in the priorityetting process. The elimination
of biases and conflicts of interest in the exaion process also remains a challenge.

Development of information and communication technologdibs. development of communication
tools such as pbneconference, videoconferenaad the Internetallows for greater flexibility in expert
review. The Inernet and online databases also mpéssiblereattime entry and review of evaluation
data/information because there are emmporalor spatial limitson accessing and exchanging information.
These developments haklielped to improvehe effectiveness amglality of evaluations and allowed for
networkcentred expert reviewElectronic communication means that expert reviswnore easily an
international process, potentially widening the range and number of reviewers.

Methodological issues and solutisribased on country experiené‘é

Over the years peer review has received much attention in the evaluation literature. Studies have
suggested a number of challenges, solutions and issues. Most relate tolgvejeetaluation of grant
applicatiors, publication of papes andexpostproject evaluation. Wood and Wessley (2007) cover issues
mainly related to peer reviefer grants They consider variougssues: Is peer review of grant application
fair? Are peer reviewers really peers? Is there institutional idasPeviewers help their friends? Does
gender orage bias exist in peer reviewiw reliableis grant peer review? Does peer review of grant
applications serve the best interests of science? Is peer review of grant applicatesfectige? Can peer
review of grant applications be improved? Should peer review of grant application be replaced?

Kostoff (2004)also describes the strengtland weaknegs of major peer review components and
issues:objectives and purposes of peer revigwality of peer reviewimpactof peer review manager on
quality; selection of peer reviewersselection of evaluation criteria;secrecy (reviewer and performer
anonymity); objectivity/bias/fairness of peer review;normalisation of peer review panel,
repeatabilityreliability of peer revieweffectivenespredictability of peer reviewglobal data awareness;
cost of performing a peer reviewethical issues in peer reviewalternativesto peer review; and
recommendationfr further research in peer review.

The complexity ofthe issues raised in the literatuneakesit impossible to cover albf them The
focus here is thereforen a few issues for the evaluatiohpolicy, programmes and institution&ithough

14. This section centres on issues discussed at an OECD workshop held in Paris in October 2007.
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targeted towarsiresearch plicy/programme expertreview, most of theeissuesapply to many kinds of
expertreviewincluding project selection review

Issue 1 Socioeconomidactors How to effectively reflectocioeconomi@nd political priorities and link
these to decision making in thgpertreview processes

This issue is arguably the most important issue in policy making and evaluation. d&amiséon
makersdoubtwhetherexpert reviewis ableto reflectsocioeconomi@and political priorities Expertreview
is, in fact, likely to ignore wider social and economic effeowing to its strongly scientific orientation
Expertreview panels depend on soyndet ai | ed i nformation on a progr e
poor or insufficient informationwill affect the value of the resultAs the type of data needed for
retrospective impact assessmeoes not lend itself tan expert review panel formaxpert review tends
not to be appropriate for evaluatitigeimpact of programmes (Ruegg and Jor@407).

A couple of solutionganbe suggested. To begin with, revieweaild receiveadvanceanalysis of
socioeconomimeeds and priorities. For example, the Korean government has gaevidluators of the
National Master Plan of Science and Technology with the results of technology foresight, expenditure
priorities at natioal level, the status of public R&D expenditure, and the analysis of programme portfolios
and performances during the R&D programme evaluation process (Oh an2dQi&).

The most common solution is diveisdtion of the fields of experts. Although it iasonable to
compose a review panel péersfrom therelevantfield to assess the excellence of the research proposal
and to judge whether or not to award a graimyjlar expert panelsnay be inappropriatehen evaluating a
programme or a policwhich aimsto address general social and economic probl@&mgut it simply, it is
important to seekalancenvhen selecting the review panetéBox 2.1).

Evaluators ofR&D shouldhavenot only have technical expertise alsoa perspective on broader
issueqfor example, the impact of the research, mandate of the programme, economic utility, political and
economic effectsetc) (Klahr, 1985; Marshall, 1996Although it would be ideal for an evaluator to have
both, evaluators can complement one anotherdvighe the expertise and thecessaryproad perspective.

Some of the experts should have a +8&T background and have expertise in economics, business,
accounting, public relations and policy, industrial policy, and other as@s when projects relate a
specialised technological area such as biotechnology or nanotechnology, the social and economic impact,
needs, relevance and valofethose projectfor society as a whole should bensideredis important as the
scientific merits of the technologicativances.



Box 2.1. Balancing expertise on the peer review panel

The most i mportant as pe catrange bf infelectual perspectives ithat are mspectectin thed
scientific and technical community. Considerations in developing the balance also include:

 balance between technical specialists and multidisciplinary types, while ensuring adequate coverage of
critical technical disciplines for each project and the overall programme;

 balance between academic, industrial, national laboratory, governmental and non-governmental
organisation perspectives, as well as that of customers;

balancebet ween fol d hands® and fiyoung bl oods
gender balance;
geographic balance, possibly including international expertise and perspectives;

balance across time, maintaining some continuity with prior peer reviews;

= =4 =4 =4 =4

in some cases, if appropriate, balance across interest groups, including representation from environmental,
labour and other organisations, particularly for higher, programme-level reviews.

Source: EERE (2004), EERE Peer Review Guide: Based on a Survey of Best Practices for In-Progress Peer Review, August 2004.

The question of how science can be made more relevant to the needs of society is increasingly central
not only to the sciencepolicy debatebut alsoto project selectior(Scott 2006 Nightingale and Scott,
2007).In Canada, political andocioeconomigriorities are increasinglyconsidered At NSERC,expert
review is mostly used to evaluate applications for research grants. Generally, pnegnaanagers guide
the work of panels regarding goals, criteria and applicable polices, but they are not involved in the review
itself. In some programmes, officers make recommendatiased on the review input and analysis of
merit relative to the selecin criteria. Most panels have members frdm industry, government and
university sectors. The panaifsoinclude a mix of national and international geographic representation,
stage of career, gender, language and size of institflns.diversity woks well in fiproblem/priority
areas (OECD, 2007d).

Another solution is to establish a dual review commjtieaevhich one review group focuses on the
scientific and technological excellence of the subject of the evaluation, while the other focuses on the
relevance andgocioeconomiqoriorities of researchi-or examplethe US National Institutes of Health
(NIH) hassuch a systerfor grant applications (Scarp2006):

1 The first level of review by a scientific review group (SRG) provides initial scientifidgtme
reviews grant applications, rates applicatioasd makes recommendations for the appropriate
level of support and duration of the award.

1 The second level of review by council makes a recommendation to institute staff on funding,
evaluates programmeigrities and relevance, and advises on policy.
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This dual review systemmakes it possible to carry out a proper evaluation of both the
scientific/technical quality of the research andgbeioeconomiwalue and utility.

i Bi camer ah slighty madiied éxpert reviewr may also baisedto evalua¢ programmes.
In this caseresearch grants are assessecbrding tawo different, independent criteria. One is the past
accomplishmerstof the researcher and the other is the proposed research projettrimbeis assessed
through peer review; the latter is assessed internally, based on the budget (Forsdyke, 1991; Forsdyke,
1993). These methods could be applied to evaluatioosder toset priorities or allocatresource®n the
basis ofpast achievemestand consideration od countryb6s strategic priori
Focusing on past achievements, however, may bring new challeagydlsismay favourbetterknown
researchers and lead to the abowentionedfi Mtthew effead. It is importantto find ways to use past
achievements while maintaining openness to new researchers and fields.

It is also possible to ushe Delphi method which is frequently used in technology foresight. The
two-stage Delphi proceduiie usedto preclude bias and misderstandings. In the firstage, each grant
applicantreceivesfeedback consisting of questions, criticism and advantages/disadvafttage®sur to
six evaluators. In the second stage, on the basis @fréimd applicart esponses, the evaluators assthe
applicantés abilities, objectives, meAs Ancegamplea n d  t |
the Netherlandsissumeg h a t Afiwhen evaluating scientific proje
the fieldd Thus,when evaluating argnt in the field of physics, evaluators are selected from fields such as
physics, chemistry, mathematics and astronomry o r d e r retewancé in thd setafecritgiia. This
improvesthe quality of the evaluation, as evaluators rasgleaware of opiionsfrom other fields Most
importantly, it promotes relevan@s a criterion imational research development poliGiven this the
Delphi method could be very useful fevaluating programme/policy.

Issue 2 Interface of expert review with other meaof judgment: How to useobjectivesindicators or
ranking tables effectively in order to enhance the objectivity of evaluation.relswtto combineexpert
reviews withother quantitative and qualitative methdds evidencebased policy

With the riseof indicatordriven judgement andanking tables, the interface tfese withexpert
review isanimportantissue Policy makers andR&D programmemanagers have attempted to adopt more
guantitative indicatorbased evaluatianto complement omeplace expert review. The problem is to
identify performance indicatorthat are closely linkedto the desired outcomeand to expert review
procedures Programme theory (or a logimodel) is frequently usd to develop the most suitable
performance indicatoifer programme or policy evaluation.

It is important to raise thguality of expert evaluation by employing botthualitativeand quantitative
methodology properlyEach of thesenethod has its advantagesandweak points in the current evaluation
systemcan beovercome bytaking advantage of the strong points of eaChrrently, there are few
examples of combiningxpertreview with other tools to improve the evaluation syst&wor instance,
surveys, case stigh sociometric/social network analysis, bibliomegrand historical tracing have been
usedalongwith expert judgment inevaluatios of the USAdvancedTechnologyProgram(Ruegg and
Feller, 2003). The tchnology development programnafsthe US Department of EnerdpOE) utilise
expert review to evalualR&D activities at the project and programme levels. In addition to expert review,
R&D programme managerst DOE are encouraged to use other evaluation methods to obtain information
on programme effectiveness and the benefits generated that cannot belguiousing the peer review
method (Ruegg and Jord&®07).In terms of quantitative indicatorsyert reviewers need to be provided
with condensed, systematic, verified, objective information on research performance, and the grounds for
their judggment, @ the assumptions underlying it, shouldrbademore explicit, thus making the process
more transparent (Moed, 2007).



Issue 3 Costefficiency ofexpertreview How to enhance the costfectivenessf the variouphasesf the
expertreview process

Given that theaim of evaluationis to creae new valuejts benefits should outweigh the costhese
costs are easily underestimated becausgateusually an implicit opportunity cosather tharan explicit
payment. For instance, evaluators have to d#mi working time and performance twarry out an
evaluaton. Research indicates that thmlirect costoof the timespent byevaluators, presenters, staff and
othersare ten timesr more tharnthe direct costssuch astravel expensegKostoff, 1996). Evaluators
shouldthereforedo their best to achieve cost efficiency.

Efforts should also be made to reduliectexpensesExpenditures vary depending on the number of
projects reviewed, the number of reviewers, whethemnhbeting is open to the pub&adthe length of the
review. Typically, meeting logistics asamajor cost of an expert revie®cheduling the event using public
facilities, meal planning and audiovisual requirements shoulordgenisedwell in advance of the actual
meeting. Ways of conthing the cost of the review meeting include structuring the agenda carefully so
that time is used efficiently and making maximanvanceuse of teleconferences, videoconferences and
other electronic media to prepare the review panel. This is particuietful when international
reviewers are involved (EERE, 2004).

Building a database of evaluataan helpredu@ the costof selectng evaluators. Givetthe present
internationalisation of science, there is much value in promoting internatiorgeraton in building
evaluator databases.

Ways toredue the costof research project evaluatidrave also been suggest&ar example, Klahr
(1985) points out thatlational Science FoundatioN$F) was able to reducey onethird the number of
final proposaldo beevaluate by using a screening methtelc o mpar e t he results of
first stage othe evaluation with tbse ofthefi p a n e | revi ewd at t hheNHdrensond s
the Center for Scientific Review (CSR) to maxdmtheefficiency of the evaluation proces§he CSR also
operatesstreamlined review proceduréSRP)in order toconcentrat on quality proposals (Lee, Om and
Ko, 2000).

Efficiency can also be increased througtrious tools supported by the Internehich can deliver
reattime news and information and facilitate networking amorngggthconcerned. For instance, NSF
operaes the NSF Fast Lane System for more effective, convenient and faster administinatiogh
applicationsfor prepamg, submiting and reviing research proposalsvvw.fastlane.nsf.gdv NIH has
also announakassessment of research propotfaisugh SRRria the Internet so that researchare made
aware of the most recent evaluation criteria avlities vww.drg.nih.gov/refrev.htin

Issue 4.International frame of referencéiow to develop an effective international frame of reference for
expertreview

A review panel can be national or intelipagl. A national panels composed of local experts in the
field. Thisapproachs useful in large countriesith well-developed S&T systenand a large pool from
which to choos@xperts and where treeis lesgpossibility of subjective evaluatiodn international panel
is mainly composed of foreign and internationally recognised expEesh approach hasertain
weaknessesThe firstmay be unable ta@ope effectively with lobbying by interested groups within the
scientific communitywhile the secondnay suffer fromexternal evaluatoédack of familiarity with the
C 0 u n tparticudasdties and the expertise might akéected by the fact that the evaluators come from
different scientific environments (OECMD998).
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The internationalisation of expert pdhas needed more in countries that have a small S&T

community. InFinland and Portugal, for example, proposals are submitted in Englistrease th@ool

of international reviewers. Moreover, studies have shown that evaluation mfstdtgign expend are
better accepte@ouris, 1988; OECD, 2007Jhe Korean government elsoaware that the Korean S&T
society and expert pool is very limited. The government thinks the internagaditadiof evaluation would
help enhance objectivity and reliabilitynd therefore tries to enlarge the expewbl to include foreign
experts.At the same time, however, Korean politykers know that iis difficult for foreign experts to
evaluate Korean R&D programmes because #reyunfamiliar withthe Korean scientificommunity, the
context of programmes and related policy, and national strafgesD, 2007)

Evaluatiors require criteria, standards and benchmarks to assess the quality and achievements of
policy, programms projectsor institutes.Given he internabnalisation ofresearchexpert reviewsand
evaluatiors at everylevel need to rely otinternational reference points measue outcomesThis reflects
in partgrowing concerns about competitiveness in scigbgte@ution is needed whaomparingdifferent
cultures and contexts

Issue 5 Managing conflicts of intereskiow to manage conflicts of interest in #yertreview process

One ofthebasic hypothess of expert review is that expadfadgements are trustworthy and reliable.
The presumptions that hese persons have judgent, experience and a professional ethmsetheless,
e v al u aetisionssndy bed affected by personal relationshipsd thismay prevent the evaluation
process from being impartial and objective.isTts why it is necesary to managepotential or existing
conflicts of interest in thexpertreview processin many review, reviewers must sign a confliof-
interest form prior to the beginning of the review process. In addition, reegere to disclose actual or
perceved conflicts of interest as soonthsy areaware of then during the review.

The United State®f f i ce of Management and PBantgdaseversl Peer
factors that are relevant to whether an individual is an impartial evalddtey.include whether the
individual: i) has a financial interest in the matter at issiiénas, in recent years, advocated a position on
the specific matter at issu@i) is currently receiving or seeking substantial funding from the agency
through a contracbr research grant (either directly or indirectly through another entity, such as a
university); oriv) has conducted multiple peer reviews for the same agency in recent years or has
conducted a peer review for the same agency on the same specific matiegnt yearfOMB 6 s Dr af t
Peer Review Standards for Regulatory Science under Executive Order ARgast 29, 2008

A way to avoid such a problem is to exclude evaluators who might have interests simiteetf th
the proposetsalthough itis nearlyimpossible to nhominate experts to a review pawith absolutely no
commoninteress. A fundamental dilemma is thak betweenreviewers who are indeed peers dhd
increased dcinces of a conflict of interesfWood and Wessey2007). A solution isto includeevaluators
with conflicting viewsratherthan exclude certain reviewers altogether.

Conflicts of interestsnay also occur between an evaluation manager and a reviewer. Those conflicts
are usually related to the fopuestthieo nesv asluucant i aosn fr vel
deefy shoul d a manager and a reviewer be involved i
reviewer and a manager may want to makmmal decision on the proposalsither than jussupport the
ot her 6os. Sederecdisagreemenbver resource allocation decisions in the expert review process
often come from conflistof interest among parties involved in the evaluation process. Proper management
of conflict resolutionwould enhancenutual receptivity. Futhermore, it is important to construct review
mechanisms that éms onobjective evidence.



A possible solution to potential conflicts of interest is to ask evaluators tarprepdeclaration of
interests(Bozeman, 1993). The UK Research Assessment Eeereiquires declaration of interests in
order to avoid obvious or potential conflicts of interest. It is even argued that authors of papers should
declare their financial interests (RAED01). For instance, the scientific jourfNdturerequires authors ®
papers to declare their financial interests. Another solutionusdmnlyforeign expertsThe Academy of
Finland invited British, Ameri can, We s t Ger man an
inorganic ©iemistry. The assessment stathat it succeeded only because the panel came entirely from
beyond the frontiers of Finland (Dixon, 1987; Pouris, 1988).

It is advisable to limii ndi vi du ahumbrerol évauatiens srdhe durationtioéir evaluating
activities so thatthey do not develop relatios with the evaluated bodies armcomesusceptible to
lobbying. Moreover, their previous judgentsmay make it difficult for thento take a fresh look at
similar programmedAt the same time, iéxpers only participate ina singleevaluation,they may feel less
of a sense of responsibilitiian if theyareexpectedo participate in future evaluations.

Lastly, it is advisable to prevent expanith expertisan only one domain from judging the quality or
value of theentire project as they might insist onthe allocation of more resources tdaheir area of
expertise An e x p eopiniolhsshould be shared witther expert@andused in the jointdecisionmaking
process. For example, an expert on biotechnoldgyevaluaésa biotechnadgical programmemay know
more about technical aspeaté the programmehan other experts bunay be unable tgudge the
socioeconomiwalue of thggrogramme

Issues 6 Expert reviewin the Internet age:What opportunities does the Internet give for ioyad and
enhanced expert reviewCould aninternetb ased MfAopen ev alsaddy theostiéntifit o o |
community be an alternative to the classical approa€léh networkcentred expert review replace
classical review?s evaluation possible withoatpertreview panels?

The Internet provides not only new means and modes of communication, but also opportunities for
advanced evaluation. Panel review and mail review are #ie tgpes of expertreview and are notery
efficient interms oftime and experes It has been shown that using the Intetaebnstruct the panel and
evaluaé proposals enhances efficiency. Most importantly, evaluation systems based on the Internet
dramatically boosgfficiencybecausevaluators caaccess thenformationthey needat anytime and from
anyplace once the relevaimformationis available They can also useearch engines and alert systems as
well as data analysis tools.

TheInternet couldgive rise toa new style oexpertreview. Whether a panel review or a mailiesv,
traditionalpeer reviewconsistsohh ficl osed eval uati ond b ylnternhtleased o mi n a
fopen eval ua sed bynthe sdientificl commungyaaid ibring inadditional evaluatorfrom
around the worldMoreover oncethe results of the evaluation & project or an evaluation are posted on
the Internet, the can be reviewed by people around the woBden evaluation isisoa very powerful
tool for addressinglata fabrication. In fact, thirst peopleto call attention talata fabrication ilK o r e a 6 s
AHwang aff ai r 0 PRinpainengelrorstaedrdatafabricatisreis abmost impossible during the
normal relatively shortpanel review process but it is difficult to deceive all potential reviewers on the
Internet.

The publishing system diournal of Atmospheric Chemistry and Phygjoges a good examplevith
its InteractiveOpenAccessublishing(Mehlhorn 2006).Papers are handled in two phases:

1 In a first phase, the author submits a paper to the editor. The isamablished inJournal of

Atmospheric Chemistry and Physics Discussiera paper for discussion. The papeopenly
reviewed by the scientific community as well as appointed referees with reactions by the author.
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1 In a second phase, the author is rieed to submit a revised paper based on comments from
referees and the scientific community. The editorial board makes a final deeisourt
publisting the final revised version.

This system has many advantages. It providethors, referees and readerighwapid publication
(authorsandreaders) direct feedbackand public recognition for quality papefauthors) prevention of
obstructionor plagiarism(authors referee} documentatiomf critical comments, controversial arguments,
scientific flawsandcomplementary informatio(referees and readersgleterrence of careless, uselass
erroneouspapers(referees and readergublic discussiorandfinal revision(readers) | n s hor t ,
publishing systemappeas to provide maximum quality assurancthrough public, interactive and
collaborative peer reviewhe system assumes coursethat the readers of JACP are informed enough to
offer meaningful review of research.

Information technology, such agoupware also has the potential to significantlynprove the
efficiency and overall value of the expert review prockssffersthe expert review processattime data
entry, screen sharing, data manipulation and statistical analysis capabilities. Individual reviewers can enter
review and rating datanonymouly, and the review manager can compute summary rating statisbies to
sharel in a timely manner. This increased information handling can free up tifoeitaportant reviewer
to-reviewer or revieweto-review manager interactions. B8x2 compaes a networcentric expert review
with the traditional review process.

Box 2.2. Comparing a groupware-based peer review with the traditional review process

Traditional peer review Network-centric peer review

1 Data input is completed via the evaluation All the members of the on-site audience are
form during the Q&A session or shortly linked by groupware information technology. All
thereafter. data input is digitised and instantly recorded.

I Each reviewer completes his/her evaluation Each reviewer completes his/her evaluation
during the session, and individual and panel during the session using the groupware. During
summary results are computed at the end of the presentations, the reviewers enter final
each presentation day or after the review has ratings and any additional comments they
concluded. believe are important based on last-minute

observations or insights. Individual and panel
summary results are made available in real time
and routed back to each individual for further
discussion.

I Statistical analysis of reviewer comments Statistical analysis of reviewer comments is
typically is not available instantly or in time completed on site to provide useful performance
for use in on-site panel discussion. data quickly.

I Reviewers could meet in closed session to To complement the groupware tool, reviewers
discuss their preliminary reviews. However, could meet in closed session to discuss the
during closed session discussion, reviewers preliminary reviews, and once the interactive
often do not have access to the full statistical cycle is complete, they may make final changes
analysis of ratings for the panel. to their individual review comments and ratings.

The groupware technology would enable
reviewers to have access to the full statistical
analysis of ratings for the panel.

Research.

Sources: www.inform.nu/Articles/Vol2/v2n1p11-18.pdf and Ronald N. Kostoff (2001), Network-centric Peer Review, Office of Naval



http://www.inform.nu/Articles/Vol2/v2n1p11-18.pdf

Issue?. Expertreview for pdicy, programme and/or PRO%Vhat type oExpertreview isappropriatefor
the evaluation opolicies, programme or PROs?Is expertreview a relevant tool for evaluating research
institutions?

Peer review is generally used at the project lelfvehay al® be suikblefor programmes, policies and
institutions.Becauselte outcome of the review can affect fimal decisionmaking processt is necessary
to considerwhich type of peer reviewis most appropriate for uppdevel decisionmaking. Thiee
consicerationsshould betaken into accountthe intended impact on final decisiomaking, the type of
review panel, and whether to open the protefise public.

There are three possible categories of peer review based on the level of impact on the $inal deci
making processpreemptive peer reviewtraditional peer review and ancillary peer reviéBozeman
1993) In preemptive peer review the final decision depends entirely on the results of the peer review and
a programme manager has no right of judgemFollowinga predetermined format, the peer review
employs either a scognor ranking modelINI H6s du al review system, ment i
this type of review.

Traditional peer review is similar to pemptive peer review in that tmesults are the most important
factor in determining the final decision. Unlike mmptive peer review, however, the decision in
traditional peer review is influenced by other factstsch ashe decision of a programme managdéere
both the academic wndard o f the researcher 0s tha gebgraphicaatea dre or g a
considered in addition to the peer review results. NSF typically uses this method.

Ancillary peer review only provides partial informatiandplays a minor role in the de@s-making
process.

In the search for the most suitable type of peer revilifferent aspects of the evaluation process
should be consideretvaluationmethodologies/iew economic and political areas and the geographical
distribution of scarce resourcedifferently. These factors are often important when completing a major
programme evaluation éor building up a science compléxin suchcasestraditional peer revievs used
rather than premptive review because it allows for the consideration ofiphelpolicy issues.

Beyondselectingthe type of review to use, it is also necessary to select the type of reviewghsup
usedat the beginning of the review process. Although therenamey types oéxternal expert reviewswo
typescall for specialattention:the independent panel and thmup of external reviewer¢EPA, 2000;
Kostoff, 2003; Kostoff, 2004)The independent panel is a group of experts independent of the agency and
typically fundedunder a contractt has a chairperson, who attemfzigeach consensus oglevantissues
andwrite a report containing the results of the review and sometis@smmendationsin independent
panel reporto the agency review manager.

In contrast, lte external reviewers group does not hawharpersonthe review manageplaysthis
role. The group may engage in technidacussions during the course of the revibut,it does not reach a
consensusThere may béndividual written inputs from each group memblent there is no group report.
Instead, thmgency review manager writes the review rep
inputsand other considerations. The reviemanager should have a solid technical background and some

15. Within the general category of expert review, there are a number dfzeb according to the level of
spedalisation and professionalisatio@ipbons and Georghiod987 Rigby, 2002} traditional peer review
(canonical academic review), direct peer review, modified direct peer revievenypiive peer review,
indirect peer review, merit review (extended foofnpeer review), ancillary peer review, expert panels,
panel review, professional evaluators.

@)) OECD

BETTER POLICIES FOR BETTER LIVES



understanding of the subject matiar orderto write a credite report, select the appropriate mix of
reviews, and conduct all aspects of the review.

Each of the two approaches has value for specific applications. The grextermial reviewers is less
formal and has fewer restrictions. It is useful fimernal eviews wha structuralprogrammeissues are
paramount andequireresolution orimprovement, and where comparison with otpergrammes is nota
major focus. Théndependent panel is more formiilhas more specificonstraints/requirementsgarding
reviewes, meeting and audience selection. From the agenggispective, either group very usefulfor
addressing the agency's progmenimprovementneeds. From ra externalperspective, the independent
panel hagreatercredibility becausat is independen This makes the independent panel more appropriate
for priority setting.

It is also important to determine whether to make the expert review process publicly acCEsséde.
in favour ofreviews that arepento the public (EERE, 2004) sggest thabpenreview meeting can help
sharpen the questions raised; improve the transparency of the proslesgnprove or legitimise the
technical or management approastengthen integration networks for research, deploynuiivery or
business managemeftoaden public learning by providing an opportunity for individualtearnwhat
others aredoing and how they manage their work; amdcourage participants to improwvheir
performancegiventhe pressures gfublic presenationto peers. Making the evaltion process public has
a more positive effecior the evaluation of programmes or institutions thianevaluation for priority
setting.

Pathsto a high-quality expert review

As the issuedisted abovedemonstrate, several consideratig®uld betaken into account when
designing an expert review process.isThection discusses componentst certain experts believe
necessary for highuality expert reviea It also summarses much of what has been discussed and
sketches outertain principles for immving expert review.

Essentialrequirements for good practice

Chubin (1994) suggesthat the quality and credibility of peer reviesan be enhancethrough
attention tosevenareas effectiveness, efficiency, accountability, responsiveness, ratiorfalityess and
validity. In practice it is all but impossible for peer review toake improvements iall theseareas.
Moreover, sme experts consider that peer review embodies aensbetween five value pairs
i.e.desirable properties that are in tensigth each other (Hackett 1997; Scott 2006):

1 Effectiveness and efficiendycreasng the effectivenesf a reviewwill require more work on
the part of peer reviewers and will therefore impose greater costs,gndglerefficiency usually
comes at theexpense of thoroughness.

1 Autonomyand accountability Wider accountability @y reduce autonomy; more autonomy
implies less public accountability.

1 Responsiveness and inert@erpetuating research inertia in traditional fields may stifle a peer
r evi espohsveness to new issues and research.

1 Meritocracy and fairnessA poor paper by a respected academic may be publstealise of
his’/her reputation.



1 Reliability and validity Reliable criteria may be narrow and rigid and may not produce the most
valid results.

It is important to find theoptimal balance betweesuchcontradictory requirements. Tradéfs are
inevitable: research funding bodiesonstantly face thechallengeof determinng what constitutes a
defensible, appropriate and workable balaWledqd and Wessleyw007). For instance, although pursuit of
greater effectiveness&nenrich theprecision of theevaluation, it requires too much time and resources and
reduces cost efficiencydn the other hand focus on cost efficiency may lead to getficial assessment.
Evaluation designenseed toconsider all resources and conditions attdmpt to achieve the best possible
balancen theevaluation process and method.

Autonomy is a key value of the professional community, but it often confliitts agzcountability.
Scientists, as experts, like to decide wiestearchto doand how to dat. The general public, however,
wants to see scientists whose work is supported by taxpag@vantable for their results and performance
The dissemination ofgsformancebased budgeting hadsoincreased the emphasis on the accountability
of public research. It is very important for a successful peer review to find the optimal balance between
thesevalues in the evaluation process.

Expert review is arguably ore most flexible methods for determining vajuoeit requires meeting
number of critical preonditions. Much of the literature addresshe requirements of expert review
(especiallyfor peer review of project evaluation). Rigby (2002) suggtsir esential preconditions for
applying peer/expert review:

1 Experts with knowledge of a particular area must be available and willing to participate. It is
important for programme evaluators and responsible bodies to maintain access to expert networks
becauset can be difficult for them to identify relevant peers, as they are not usually part of the
relevantscientific social or professional networks.

1 The panel of experts cannot be expected to answer questatnarebeyond the scope of the
available knowddge. Terms of reference need to be set with a sense of what groups of experts
can bereasonablyxpectedo know, infer or judge from their collective knowledge.

1 The panel should only be asked to come to agudgt on a single area of knowledge or
expetise. Peer review is known to be weak wremmparativejudgenents between different
fields of expertise have to be made.

1  While the costs of peer review are low, sufficient resources should be made available to facilitate
the work of the panel.

By definition, a highquality peer review should provide an accurate picture of the intrinsic quality of
the research being reviewed. The fundamental problem is the lack of absolute standards for measuring
research qualityAt present, evaluation of intrinsic reselrquality isstill a subjective procesand
depend o n t he revi ewer so per s pect dqualdysrevianwn gnderptheset e X [
circumstances occsivhen twoconditions are fulfilledi) use of highly competent reviewers, anig lack
of distations in the reviewers' evaluations as a result of biases, cenfiiaid or insufficient work
(Kostoff, 2004).According to Ormalg1989), high-quality expertreview processes require at a minimum:

1 The method, organisation and criteria for an evalnasbould be chosen and adjusted to the
particular evaluation situation

9 Different evaluation levels require different evaluation methods
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1 Programmeand project goals are an important consideration when an evaluation study is carried
out

1 The basic motive ¢éhind an evaluation and the relation between an evaluation and decision
making should be openly communicated to all parties involved

1 The aims of an evaluation should be explicitly formulated
1 The credibility of an evaluation should always be carefullgl#isthed

1 The prerequisites for the effective wdition of evaluation results should be taken into
consideration in thdesignof the evaluation.

E E R EResr Review Guid€2004) describes the minimum requirements éapert reviews of
EERE&s R&Desprogramm

I Scope ofreview. On a regular basis, qualified and objective peers will review all EERE
programme and projects in both thetechnology development and business administration
offices This should typically cover 890% of R&D funding and supportinpusiness analysis
and managememrogramme. Earmarkd projects will be included in the review and treated on
the same basis as other activities.

1 Frequency of review. All EERE programms and their key projects will be reviewed, on
average, every two yeargepending on the characteristics of gfregrammeand needs for
information.

1 Timely preparation. Preparation for a peer review will include designation of a review leader,
determination of the purpose of the review and the review agenda, and commnnitatiis
information to reviewers and those being reviewed in time for them to prepare for the review.

1 Core evaluation criteria. Clear standards for judging tipeogrammeor projects will be defined
prior to the review. This includes the criteria and H#inds of evidence (data) needed to judge
those criteria. At a minimumprogramme will be assessed on quality, productivity and
accomplishments; relevance pfogrammesuccess to EERE and programmatic goals; and
management.

1 Reviewers.There will be a mimum of three reviewers for eaphogrammeslement or smallest
unit that is assessed and reported on. Each reviewer will be independent, competent and
objective, and be selected by a transparent, credible process that involves external parties. The
reviewers will cover the subject matter jointly. Reviewers will sigomflict-of-interestforms
prior to the review andondisclosure agreemerntivhen proprietary information is presented or
discussed.

9 Plan for collecting reviewer data Review leaders will plaahead for how review inputs will be
documented, analysed and reported, as well as how individual reviewer comments will be
tracked, while at the same time maintaining their public anonymity. The review agenda will
allow sufficient time for a rigorouguestion andanswerperiod for reviewers. Reviewers will be
encouraged to support their comments with citations or data wherever possible.



1 Producing the peer review report The peer review report withithfully reflect the full range of
reviewer comments. e report should also include all individual inputs from reviewers and will
be reviewed by the panel chair and/or the review panel before release.

1 Programme manager review and responseBefore the report is finaeéd and goes to senior
management, th@rogramme manager or office director will add written responses to peer
reviewer findings and recommendations, including actions to be taken to improve the
programme

1 Peerreview report distribution . The final peer review report will be promptly communicat@d
senior management, associated staff and researchers involved with thepie@ammeor
project, and all persons involved in the review, and the report will be made available publicly.

1 Peerreview record and ex postevaluation. A peer review record wilbe established at the
beginning of, and maintained throughout, the review process. The record should contain the final
form of all the key documents of the review for all phases of the review. An evaluation of the
peer review process is necessary tocaigtinuous process improvement.

Based oravariety of experiences, the peer review literature,thathanagment ofhundreds of peer
reviews, Kostoff (199%, 1997, 2001, 2003, 2004) concludeghat the followings factors in order &
importancearecritical to a high-quality programme evaluation:
1 Senior management commitment Seni or management 6s commi t me
factor in the quality of an organisationbés S&

1 Evaluation managei® snotivation: The operational manager must be madtdato perform a
technically credible evaluation.

i Statement of objectives There must be clear and unambigud@nsmissiono f the revie
objectives, methodologies, potential impact and consequences to all participants.

1 Competency of technical evaluatas: Technical evaluators must be highly qualifiedterms
their role, objectivity and competency.

9 Selection of evaluation criteria The criteria will depend on the interests of tealuation
audience, the nature of the benefits and impacts, the avi#jlabid quality of the underlying
data, the accuracy and qualitytb&éresults desired, the complementary criteria availabidthe
diagnostic techniqueswvailable for a full analysis, the status of algorithms and analysis
techniques, and the capabétiof the evaluation team.

1 Relevance of evaluation criteria to future action Every S&T metric, and its associated data,
should answer a question that contributes to the basis for a decision.

1 Reliability of evaluation: The reliability and repeatability ain evaluation is also crucial. To
minimise repeatability problems, a diverse and representative segment of the overall competent
technical community should be involved in the construction and execution of the evaluation.

1 Evaluation integration: A sound ewluation process should in general be seamlessly integrated
into the organisationds business operations.
management tools as an afterthoughte ¢ypical practice today), but should be part of the
organisad i o n 6-end desigo.n t

1 Global data awarenessData awareness is also important. Placing the technology of interest in
the larger context of technology development and availability worldwide is absolutely necessary.
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1 Normalisation across technical disciphes For evaluations that will be used as a basis for
comparison of S&Tprogramme or projects, the next most important factor is nosaatin and
standardiation across different S&T areas.

1 Secrecy Secrecy is as important as norreaiion: reviewer anmymity and reviewer non
anonymity. ABIlind toprovidegfarerayauatiorss been used

Cost of S&T evaluations Costis a critical factoin the quality of S&T evaluation.

Maintenance of high ethical standards A final critical factor, and péraps the foundational
factor in any quality S&T evaluation, is maintenance of high ethical standards throughout the
process.

Principles and suggestiongor successfulexpert review

Several scholars have suggested some principles or policy recommend@atisnscessful expert
review(Bozeman, 1993; Rigby, 2@00Ormala, 1989; EERE, 2004; Kostoff995 1997,2001, 2003, 204@;
Nightingaleand Scott, 2007; Moed, 2007; Donovan, 208ritish Academy, 2007; ESPRC, 2Q08oble,
1974; Gillespieet al, 1985; Boden, 1982; Porter and Rossi985; GACR, 2007 etc.). For examplethe
UK EPSRC suggests good peaview principlesfor reviewing research proposalfransparency,
appropriateness, managing interests, confidentiality, expert assessment, prioritisaliorip rigply,
separation of duties and no parallel assessment 2B)xThe US OMB provides another example. The
OMB 2001guidelinesset general criteria for competent and crid®eer reviewi) peer reviewershould
be selected primarily on the basis nécessary technical exgise, ii) peer reviewersare expected to
disclose to agencies prior technical/policy positions they mag telken on the issues at haiid, peer
reviewersareexpected to disclose to agencies their sources of personal andiorsdi funding (private or
public sector), anV) peer reviewshouldconducted in an open and rigorous manner.

Box 2.3. E P S R Op&er review principles
Transparency. Publish the criteria for assessing proposals and details of the peer review process before applicants
submit proposals, defining how the assessment process will operate and be managed.

Appropriateness. Use a peer review process that is appropriate to the type of proposed research and in proportion
with the investment and complexity of the work.

Managing interests. Ask all participants to declare interests when carrying out peer review activities so that any
conflicts can be identified and managed.

Confidentiality. Treat proposals in confidence and ask advisers to do the same.

Expert assessment. Us e expert peer reviewers, mainly from EPSR
merit of all proposals against the published criteria.

Prioritisation. Prioritise proposals for funding by assessing the merit of each proposal against that of others if its
expert assessment has been sufficiently supportive.

Righttoreply. Gi ve princi pal investigators the right to repl
being prioritised.

Separation of duties. Separate peer review of proposals against the assessment criteria from funding decisions.
EPSRC staff will make funding decisions based on peer review advice, taking into account budgets available and the
tensions between budgets. Those acting as peers will not be responsible for authorising the funding decision.

No parallel assessment. Avoi d carrying out multiple parallel asses

Source: www.esprc.ac.uk/ResearchFunding/ReviewingProposals/Principles.htm.



http://www.esprc.ac.uk/ResearchFunding/ReviewingProposals/Principles.htm

Most of the literature offersuggestions and principles periamto the selection of research topic
and the publication of scientific papers. Although these suggestions may be very useful for improving the
policy-level or programme-level expert review process, thep not help whermrgansing a high-quality
expert reviewOn the basis of the preceding discussibis, dectionoffers someprinciplesand suggestions
for organigng such a review

Principle 1.The philosophy, focuandfuture uses of an evaluation must be understood and agreed
uponin advanceby the relevant stakeholdei®his principle applies not only to expert review, but also to
every type of evaluatiorExpertsneedto fully understand andgree upon the reasons for evaluation, the
methods and principles guiding the evaluation, and the utility of the evaluation.

1 High-level policy makers or evaluation managers should clearly define the roles of each actor
in the evaluation process and regulg monitor performance. In all areas of public
managementhe encouragement and continuous intecdshanagers at thieighestlevel is a key
factorof successEvaluation is more complicated than other tasks, not only because there may be
a conflict ofinterest between evaluators anddh evaluated but also because it involves third
party experts. It is therefore indispensable for Heylel evaluation managers to clearly define
the role of each actor andéosure that agreement is reachegll in advanceamong the relevant
actors concerning the objectivaecithe philosophy of the evaluation.

1 Providea pre-evaluation training programmefor the relevant actorsTraining relevant actors,
experts, evaluation staff (the secretariat), amdgtevaluatedgg. programme managersh the
evaluationprocess ancelevantcriteria @anenhance efficiency, effectiveness and receptiveness.

91 Before the evaluation, select objective and useful evaluation criterEvaluation criteria are
important because they determithe focusndscope of the evaluatiolt is essentiato provide
clear evaluation criteria before embarking uporvaluation.

Principle 2. Qualified experts should be selected as evaluator®rofessional competence and
objectivity is requiredof experts participating in the evaluatiohhe panel chair and other experts should
havestrongprofessional competencies in the areas in which they are required tgudgésents in order
to instil confidence in thevaluationstakeholders.

1 In addition to tedinological experts, seek experts from diverse domains, includimgsocial
sciences and the economyo judgea programmé s r adnd ite sp@deconomiwalue, it is
desirable to hayeas well as technical experexperts fronfields such agconomyand business
management. This is very importdat policy or programme evaluation

9 Build a sufficiently large database of expert$his calls forregular monitoring of research
personnel in various research institutions and universities. The data thiak Isbaollected are:
past research experience, current research interests, field, affiliation,-demgreieg institution,
participating academic organisations and other detailed academic act@itiethis basis, it
would be possible to learn whigiolicy areasparticular researchemwould be able toevaluate
andwhatcontributions theynight makeif chosen as an evaluator.

Principle 3. The risk of bias or conflics of interest should be reduced as much as possible.
1 Provide a bias statement for revievgerExperts should declare their interests to ensure the

e v al uat irepatatipndon failne®ss In principle, the evaluation manager should not appoint
an evaluator vth a vested interest in the policy/programanénstitutionto beevaluated.
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1 Av o iinternafi evaluator® It is useful to include opinions of experts from another field/region
or to have thenon the panel. In particular, if there is no langubgerier or additional cost, it is
desirable to include foreign experts in the evaluatidnthéy are not well aware of the
socioeconomiconditions of the country in question, ithest ifthey focus on the scientific or
the technical aspects of the programme.

1 Limit the number of evaluations or the duration of evaluating activitied participating
experts.The number of expefrdevaluations or the duration tfeir evaluating activitieshould
be limited so that thegio notdevelop relatioawith the evaluated bodies ahdcomesusceptible
to lobbyingor become less abte take a fresh look atreilar programmesAt the same time, if
expers only participate ina singleevaluationthey may feel less of a sense of responsititign
if they areto participate in future evaluations.

1 Prevent an expert who has expertise only in a particular domftom judging the quality or
the value of what is being evaluatedn e x p e r t 8hsuldde shardad witbther experts
on the panelith a view tojoint decision making.

Principle 4. The review should be conducted in a credible, faiand transparent manner and
with the highest ethical standards.

1 Ensure that the evaluation process and evaluation resuligre transparent Introduce
transparency in evaluation principles, criteria and processgsnake these availalieall actors
and stakeholders so thtaey @nprepare for the evaluation properly. After the evaluatiliffiyse
the resultdo the evaluated bodies atwithe general publiowith theexcepton of those that may
be confidential for national security reasons.

1 Maintain high ethical standards To ensure evaluata@Sreedom from personal bias, bias
statementsan be requiredrhesemay include clauses on overcoming personal bias as well as on
the prohibition of misuse of information obtained during the evaluation process, such as use of
such irformation for personal reasons or the release of such information without the permission
of the relevant authority.

Principle 5. The review should be based on objective evidence and information.

1 Provide the evaluators in advance, sufficient information o the policyjprogrammeto be
evaluated.The expert panél gudgementis based on thénformation they receive Sufficient
information is as important as selecting qualified experts.

9 If indicators or ratings are used, test the validity and reliability. Indicators arean important
means oensuing objectivity, andevaluatorshould examinghdr relevance and reliability.

1 Encourage a maximum amount of dialogue and discussibmanexpert reviewdiscussionsand
mutual learning are a source of valuableeds, and as much discussion as possinieng
evaluators and the evaluated (programme managbm)ld be strongly encouragddcluding
experts fromvarious fieldsvould be an effective way tgeneratgroductive discussionsidnew
ideas.

Pri nci pnes®ze does nét fd ald



1 Complementthe expert review with quantitative methods to increasi®e objectivity and
scientific reliability of the evaluation.The objectivity and accuracy of expert revigwan be
increasedy usingquantitative methods suck hibliometrics or econometrics.

1 Usethe type of expert reviethat is mostappropriate for the particular programme/policyl.he
review should be tailored to the aim of the evaluation and the characteristicssobjbet of the
evaluation.For examplejf the primary objective is to set priorities, a scoring method could be
used.If the improvement of a programnigthe primary objective, opinions of expevtould be
very importantThe evaluation process and the form of the final results shadatibe tailored to
the particularities of programmes.

Principle 7. Efficiency canbe increasedn various ways.

1 Increase remote evaluationwith the development of the Internet, evaluating institutioas
distribute IDs angbasswords to evaluatose that they @naccess data and submit reportdioe.
To promote efficiencythe evaluation manager should devise technolotfiasenable evaluators
to participate in the evaluation process from a distance.

1 Build and operate evaluation management systems througttiernetbased technologies.
Evaluation management systems (EMS) should cover fundamental information on the evaluation,
including information on the pool of experts, evaluation data, evaluation princigles,
evaluation protocol, relevant analladata ad evaluation results. To increase trse=of EMS,
evaluating organisms, evaluators dhdseevaluaed should be able to use it freeRestrictions
for security reasons may be introduced when necessary

1 Minimise the cost borne by the subject of the evaddion. Simplification of administrative
procedures and evaluation formatn decrease cosfBhe evaluation subject ften asked by
evaluators to provide unnecessagministrative or otheinformation.The evaluation bodgan
remove unnecessalinformation from the basic database provd® evaluators in order to
reduce the administrative burdentbbsewho are beingevaluated. In additiorif the evaluators
provide clear reasons when they ask for additional informatimse beingevaluaed may ce
operate more willingly

1 Pay attention to hidden indirect costs whemrsigring the evaluation processin expert review,
indirect costs, such as billable hours, are more important than direct costs, such as venue and
travel expenses.

Principle 8. Improve the design of expert panels

1 To ensure continuity, it is advisable to appoint someone who has participated in previous panels
as the head of a panel.

1 Onethird to onehalf of a review panethouldbe carried over from one review to the next to
ensure both cdimuity andnew perspectives

6. Conclusion

Some common viewson expert review seem to bemerging. First, espite problemssuch as
hollowing out due to time constraints, rising financial costs and the rigikpért revieweiconflicts of
interest, the xpert review process remains a fundamental mechanism for all stages of research planning
and implementationSecondwaysto improve expert review processa® availablemaking the process
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more transparent, providing clear objectives and guidelinesviewers, extenithg expert reviewto
include nonscientific stakeholdersaind using a variety of metrics and indicatdrkird, while indicators
can strengthen and inform judgemenbsgsestill require carefulttentionto prevent perverse outcomes.
Fourth the internationalisation of expert reviewgeds to béacilitated and improve because of increased
international collaboratigralthough aution is needed whedtealing withdifferent cultures and contexts.
There is no single evaluation modahd the dsign requirements for expert revieweed to be better
understood

There is no perfeavaluation systemt must be adaptet the environment. Whatorkedin the past
may not workin the future. Also, whemodifying evaluation systems, it is importantteke into account
the views of thoseevaluatedas well asthe evaluation managerA. client perspectivénelps todiscover
problems, as well as solutions. Admittedly, the opinion obthevaluated will dpend to some extent on
the evaluation resultst is thereforeimportant to strike a proper balance by cergyout regular opinion
surveysof participantsn expert revies.

Expert review involves more individupidgenent than any other method of evaluation. Téaew
manager, the experts and the stakedrsneed to cebperatein order to realis& successful evaluation.
This may be said to bmain way to ensura successful expert review.
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CHAPTER 3

USING IMPACT ASSESSMENT TO IMPROV E THE EVALUATION OF OF PUBLIC R&D *°

This chapteexploresthe question of bw experts or evaluatoeseto properly assess and quantify {
social impacts of S&T policies or @grammes. It reviews recent and emerging impact asses
practices, including the main methodologies, and highlights their assumptions and limitatmffers
suggestions to increase the effectivenedatafeimpact assessments.

Introduction

Impad assessment is central to the evaluation of pubiearch and developmeR&D). It involves
more than measuring success in meeting past objectives. It is also about determining where, who and how
much to fund research amdhticipaing what societywill get in return. An impact analysis should help
determine both the economic effe@ad the social impactse(g. better health outcomeg)f public
investment in R&D.

Impact assessment of public R&Dtlereforeclosely intertwined with the evaluation oflic R&D
and should provide valuable feedback to the different phases of public policy formulation, including policy
design. Public R&D impact assessment assists governments in their decisions to prioritise R&D resources
and can help them desigimeir reserch programmes. Moreover,enhances public accountability, creates
abettei nf or med society, and raises awareness of pub
and social development.

This chapter first defines the nature and scope optential impacts of public R&@Rndthe main
challenges practitioners face when identifying and assessing thten distinguishes three main levels:
i) overall public R&D investment in the research systéipublic research organisation®ROSs)
including fundingof research council$or research carried out or funded by specific institutions; and
iii) research programmes. Finally, it presents practices for assessing the impact of publicly funded and
performed research and for assessing systemic tmpacthose affecting the economy or society) as well
as sectespecific impacts.

Defining the objects and impacts of R&D

Many definitions of Ai mpact o ar e us edinitibnyjuseé val ua
depend on: i)the nature b the impact: economic, scientific, technological, culturabocietal
environmental, etcii) the scope of the impact: systemic, organisational -fiamed andiii ) the timing of
the impact: estated, contemporargexpost The academic literature prags various definitions of the
types ofscience and technolod$&T) impacts (Box3.1).

16. This chapter draws and builds on Chapter 4 of OECD (2GDBY;D Science, Technology and Industry
Outlook the 2008 TIP workshop on impact assessment, anbeaeport of the Research Institutions and
Human ResourceR(HR) project on the evaluation of public research institutions.



Box 3.1. Eleven dimensions of the impacts of science

Science impacts: Research results have an effect on the subsequent progress of knowledge owing to advances in
theories, methodologies, models and facts. They affect the formation and development of disciplines and training and
can also affect the development of research itself, generating interdisciplinary, crosscutting and international
research.

Technology impacts: Product, process and service innovations as well as technical know-how are types of impacts
that partly result from research activities. There are few indicators for properly assessing this, other than patents, at
least until work based on innovation surveys results in analysis of outputs and impacts as well as innovation activity
itself.

Economy impacts: These refer to the impact on an organisat
profits and sale price of products; on the sources of finance, investments and production activities; and on the
development of new markets. At the aggregate level, they can also refer to the economic returns, either through
economic growth or productivity growth, of a given geographical unit. It is probably the best-known dimension.

Culture impacts: These relate to what people often call public understanding of science, but above all to four types
of knowledge: know-what, know-why, know-how and know-who. In other words, these are the impacts on an
i ndi vi duledygebasd ukderstamding of ideas and reality, as well as intellectual and practical skills, attitudes,
interests, values and beliefs.

Society impacts: Research affects the welfare, behaviour, practices and activities of people and groups, including
their well-being and quality of life. It also concerns customs and habits: consumption, work, sexuality, sports and
food. Research can contribute to changing societybs

Policy impacts: Research influences how policy makers and policies act. It can provide evidence that influences
policy decisions and can enhance citizens6é participat

Organisation impacts: These refer to the effects on the activities of institutions and organisations: planning,
organisation of work, administration, human resources, etc.

Health impacts: These relate to impacts on public health, e.g. life expectancy, prevention of illnesses and the
health-care system.

Environment impacts: These concern management of the environment, notably natural resources and
environmental pollution, as well as the impacts of research on climate and meteorology.

Symbolic impacts: These are gains in areas such as credibility due to undertaking R&D or linked to universities or
research institutions that offer gains in terms of potential clients, etc.

Training impacts: These are impacts of research on curricula, pedagogical tools, qualifications, entry into the
workforce, etc.

All but the first three dimensions are somewhat new to statisticians, as they are less tangible and therefore
difficult to measure or evaluate. This typology provides a checklist to remind evaluators that research affects areas
other than those usually identified and measured in the economic literature.

Source: OECD STI Outlook 2008 based on Godin and Doré (2006).

The different impacts can be diverse in scope as well as in nature. Impacts may accrue to society as a

whole, to a particular group of people, to a research grougo enterprises or other iitgtions.

Identifying the type of impact to be measured is crucial when deciding on the choice of methodology or

methodologies for assessing the impact of public R&D.

Key challenges for assessing ttemcioeconomidémpacts of public R&D

It is difficult to determine and measure the various benefits of R&D investment for society. This is
mainly because R&D spillovers and unintended effects are likely, many key scientific discoveries are made
by accident gerendipity ,)and many applications of scientificsearch are found in areas very different
from the original intention. Moreover, the time required for public R&D to generate its full benefits may be
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quite long, so that measurement of impacts may be premature and partial. Finally, -demamic

impactsof public research may be more difficult to identify and measure. For example, the measurement
of health outcomes is not straightforward and complicates efforts to link health outcomes to public

investment in R&D. Similar difficulties arise for linkinguastment in defence R&D to security outcomes
or investment in energy R&D to energy securitg. noted inthe OECD Science, Technology ariddustry

Outlook2008(OECD, 2008)the most important challenges encountered by science policy researchers and

policy makers when analysing the impacts of public R&D can be summarised as follows:

1 Causality problem: What is the relation between research inputs, outputs, outcomes and impacts?

1 Attribution problem: What portion of the benefits should be attributed t@limésearch and not

to other inputs?

1 Internationality problem: What is the role of spillovers?

9 Evaluation time scale problem: At whpointshould the impactse measureti

9 Definition of appropriate indicators: What are the appropriate indicators?

Because othese challenges, analysis has traditionally focused on developing and collecting R&D

input and output indicators and establishing a direct relationship betweeliTthbla 3.1) Since many of
the impacts of BRD only emerge over time, this type of analysis often ignores many of thetdomg

benefits of public R&D for a countryds economy
Table 3.1. Traditional meansofmeasur i ng fiR&Pact soO
R&D inputs R&D outputs
R h Scientifi Relati Share of
. esearcners cientitic elative
Juogﬁl: GOVERD ';5559 rezgzlr(éh 2004* (per artic_le_s per prom_iner_lge Pt
R&D 2005* (% (% 2005+ thousand of million of scientific  Patents
(GOVERD of GDP) GDP)  (%GDP) labour population, literature, owned
+ HERD) force) 2003 2003 by GOV
2005* +HE
(2002/04)
Iceland 1.28 0.66 0.62 0.53 13 701.8
Sweden 1 0.24 0.76 10.8 1142.8 0.86 0
Finland 0.99 0.33 0.66 15.7 997.9 0.83 0.4
Canada 0.9 0.18 0.72 7.3 783.2 0.85 10.3
France 0.79 0.37 0.42 0.52 7.3 516.2 0.76 10.8
Austria 0.77 0.12 0.65 0.39 6.6 604.4 0.8 1.1
Australia 0.76 0.28 0.48 0.42 7.9 791.2 0.71 10.3
Denmark 0.76 0.18 0.58 0.46 9.1 981.6 0.94 3.2
Germany 0.75 0.34 0.41 6.8 536.9 0.82 1.7
Netherlands 0.74 0.24 0.5 45 830.6 0.97 1.4
Japan 0.73 0.28 0.45 0.4 10.2 470.3 0.58 4.4
Norway 0.71 0.24 0.47 0.28 8.9 731.4 0.72 0.5
Switzerland 0.7 0.03 0.67 0.84 5.8 1153.5 115 2.2
United
States 0.68 0.31 0.37 0.48 9.5 725.6 1.03 10

GOVERD=Government expenditure on R&D; HERD=Higher education expenditure on R&D; GDP=gross domestic product;

PCT=Patent Co-operation Treaty.

Source: OECD Main Science and Technology Indicators, 2008.
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Moreover, econometric analysis of the relation between R&D and outcomes is typically based on a
linear conception of innovationt presupposes that innovation starts with basic research, followed by
appliedR&D, and ends with the production and diffusion ofvrn@oducts and processes in the economy. It
is widely acknowledged, however, that innovation is more complex, with multiple feedback loops between
stages and actors, atithtinnovation results from the interplay of public and private R&D investment,
commaecial interests and many other factassgfor examplethe churn model discussed in Chapter 1). As
a result, afuller understanding of the effects of science and innovation requires a more encompassing
approach to measuring and analysing innovation ardettonomic and social impacts that accrue to
society.

Approaches to impact assessment of public research in OECD countries

What methods can be used to assess the impacts of public R&D? Over the past decade, national
governments and academics hawrkedto develop new analytical techniques for assessing the impacts of
public R&D investment, such as econometric analysis, data linkage approaches and case studies. The
outcomes and robustness of such analyses are heavily influenced by the nature of theusethtbas
assumptions on which they rely and their inherent limitations. Impact assessment methodologies are not
universally applicablethey arecontextspecific and depend on the objective of the impact assessment
exercisejts timing (ex anteand/orexpos); and the scope and naturetioé R&D.

Thestudy reported ithe OECD Science, Technology and Indust®utlook(OECD, 2008¥ound top
down approaches, especially econometric and mathematical models, better suited itog degessts
affecting the vinole research system and dealing with all types of basic and applied research. In particular,
mathematical models, such as general equilibrium or similar models, may be a good way to assess
systemic impactexante On the other hand, botteap approacheare preferablewhen the subject of the
assessment is a research programme and/or institution thatoaitexgelop a specific type of technology
with a clear industrial focus.

Some of the most promising and forwdodking practices include general equilibon models,
econometric analyses, data linkages, scientometric methods, $@sey indicators combined with
econometric analyses, and case studies. These various methodologies are still evolvingy Haxne
opened new and encouraging lines of inggdion asthe currentlyavailable techniquesannotcapture the
full range ofthe impacts of public R&D on society. The following reviews some of therserging
approaches and their advantages and disadvantages.

Econometris-based impact assessments

Econanetric studies have examined evidence on the contribution of R&D investment to economic
growth both in microeconometric studies, which use data on firm and industry productivity to estimate the
private and social returns of R&D investments, and in macrmeuetric studies, which estimate the
contribution of overall R&D investment to aggregate productivity.

Microeconometric studidsaveanalysd productivity growth in private firms in a number of countries
and for different periods of time. They have alsseased knowledge spillovers and cal@&dadhe social
rate of returni(e.the benefits that private R&D investment generates for other firms located inside and
outside their own industry). In a seminal study on the effects of private R&D investmentsildadtor
productivity (TFP), Lichtenberg and SiegdP91)found that the gross rate of return was significant and
up to 35% for companfunded R&D. For publicly funded R&D, however, they found little significant
impact on productivity. Mamuneas and NadqiLl994 also explored the social return of publicly funded
R&D for US manufacturing firms by estimating tleest reductions associated with an extra dollar of
public R&D investment. The results showed returns ranging from 8.7% to 5.8% and thus a posiéive
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return to publicly funded R&D. Griliches (1986) also concluded that publicly funded R&D in industry had
positive effects on productivity, although less than privately financed R&D.

In general, microecomoetric studies have shown strong returns to private R&D investment and the
presence of strong spillover effects that generate substantial economic palftbfitsgh these vary by
industry. There is relatively little evidence on the impact of public R&Drestments on private
productivity growth. Furthermore, the few existing studies provide inconclusive results. This may be
because studies at the firm and industry level are unable to account for positive spillovers accruing from
public R&D, which may onlyemerge at the national level. Moreover, as public researcharftexernghe
pre-competitive stage, the link to immediate commercial applications and productivity growth is likely to
be less direct.

Macroeconoratric studies analyse the effect of overall R&D on national productivity and can capture
the full extent of knowledge spillovers to different firms and industries. Theseaoorgy studies also
make it possible to take into account benefits that diffiesess firms and industries. Many of these studies
investigate both the social returns to national R&D investment and the spillover effects of foreign R&D.
Coe and Helpman (1995) calculated the stocks of domestic R&D using the perpetual inventory method
with an assumed depreciation rate ranging fré&¥t6 15%, and calculated the effects on total factor
productivity for 22 OECD countries for the period 19BD. They calculated a marginal rate of social
returrt’ of 123% for the seven large OECD economies &5 for the otherdn this study, the specific
effect of public R&D expenditure on productivity growth was difficult to assess because public and private
expenditures were aggregated. A study by Guellec and van Pottelsberghe de la Potterie (200&y later fi
in this gap and has erextremely influential.

The conclusions of this line of research, however, have been challenged (Sveikauskas, 2007) owing to
the lack of detailed microeconomic evidence on the specific mechanisms through which public science
affects productivity growth, such as more rapid growth of tiggthnology industries. Moreover, Khan and
Luintel (2006) introduced a number of other potential variables$h as education or public infrastructure
that may explain productivity growth. Theyddhot find that public R&D was a significant factor in
productivity growth ratesthus suggestingthe lack of adirect link between the two. Finally, other
macroeconometric studies have provided only limited evidence on the role of public R&D investment in
productivity growth. OECD (2003) analysed different contributions to growth rates in different OECD
countrieswhich might explain differences over time. Using crassintry regression analysis and a large
set of variables that might explain observed défees in growth, the study concluded that private R&D
has high social returns and contributes to economic growth, but that there is no evidence of this for
government R&D. In general, macroeconometric studies have reported high social rates of retarn, abo
50% in many cases, showing the positive effect of overall R&D investment on productivity growth. These
studies also suggest that public R&D does not contribute directly to economic growth, but has an indirect
effect via the impact on private R&D.

One Imitation of these econometric studies is that they have ignored, at least until rettently,
relations among different R&D actotBat can provide insighinto innovation processe®sulting from
R&D investment. Although econometric studies that takeineal view of innovation demonstrate
associations between variables, they seldom demonstrate a causal link. Moreover, they focus on the
relation between R&D and increased output or productivity. Other objectives of research, such as national
security, endagy security, environmental protection, heatih social cohesion, are excluded from the
analysis, as they are not captubgdmeasures of economic growth. These objectives, however, need to be
kept in mind when assessing the impacts of specific public R&&stment.

17. These estimates are calculated for the lower rate of capital depreciation of 5%.



Capitalisation of R&D

Currently, econometric work is being complemented by growth accounting analysis, which explicitly
considers public and private investment in R&D as a source of productive invedtrokision of R&D in
national accountsteams from the need to move from a traditional view of R&D as current spending to
recognition that R&D should be seen as an inves
knowledge stock, while also providing benefits over a number of years. ughth®&D capital is
commonly used to approximate knowledge stocks, its relationship to growth has not been a focus of
national accounts.

It seems conceptually sound treat R&D as investmentn the sense that fjenerags an asset,
knowledge capitalwhich can be drawn on in the future tealisebenefits in the form of new products or
improved processes that reduce production costs. Therefore, treating R&D as investment may provide a
consistent accounting link between the expenditure and the corresp@asdiet. However, R&D is not a
straightforward investmentasR&D entails risks andts economic returns are not assureldwever a
number of issues need to be addressed to ensure credible estimates of R&D capital formation.

Preliminary analysis for som®ECD countries suggests that R&D investment may account for
substantial shares of productivity growth. For tted Kingdom, Edworthy and Wallis (2006) give an
estimated elasticity of 0.095% for R&D capital, which implies that a 10% increase in R&Rldapi
associated with a productivity increase of 0.9%86the United States, a recent study carried out by the
Bureau of Economic Analysis and the NSF (2007) estimated that R&D capitalisation resulted in an average
increase in GDP of 2.9% between 1959 2004, and that current dollar private domestic investment in
2004 would be 10.6% higher than the currently published estimate. The results are more modest for the
Netherlandsasde Haan andran RooijenHorsten (2005) conclude that the effect of camtalon of R&D
adjusts total gross domestic product (GDP) upwards b%o &d 1.2%. Equally, economic growth,
measured by the volume increase in GDRciarcelyaffected. Consequently, adjustments of net national
income are also quite modest since upwarflishichents of gross fixed capital formation (GFCF) are
counterbalanced by negative adjustments from consumption of fixed capital. In principle, the capitalisation
of R&D in the national accounts will also show the contribution of public investment in R&wah of
GDP, to the extent that public investment leads to goods and services that can be sold in the market.

Impact assessment of research councils and public research organisations

Detailed assessments of the impact of public R&D, at the level a¥idodl institutions and
programmes, have typically been more successful at identifying impacts3@oxSometimes the
evaluation is built into routine policy processes (Bo®. Research councils and public research
organisations can be differentiatadcording to their functions in the research system and the type of
research they carry aufhe national researcouncib é.g.the Australian Research Council) mainly fund
the research performed &ncountry, while public research organisatioeggBe | gi umés f eder al
institutes [EFS]) carry out research activities. Hybrids, which have aspects of a national research council
and a public research orgsation, both fund and perform resear@hg(the US National Institutes of
Health NIH]). Sanme focus on basic research while others are indosteynted. For example, the
Australian Research Council focuses on basic research, the NIH on health, and the EFS on space. The next
section gives examples of funding and performing institutions engageyerieral or sectespecific
research, with or without an industry orientation.
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Box 3.2. Evaluating PRIs: Insights from the Research Institutions and Human Resources (RIHR) project

Public research institutions (PRIs), broadly defined as higher education or government research institutes, make
a vital contribution to national innovation systems and their performance. They contribute to the formation of a skilled
scientific and technological workforce, extend the boundaries of knowledge, and act as an important source of
knowledge transfer for the innovation activities of firms. Understanding the exact nature and size of their impact on
society and the economy has become an increasingly central question for policy makers in recent years. As
governments seek to be more rigorous in their decisions about how much and where to invest in R&D, they require
more information about the contribution to growth and the social impacts of various programmes and institutions.

The RIHR project draws on evaluations of PRIs (excluding pure university institutes) to compare methodologies,
highlight lessons learned regarding PRI policy and evaluation processes, and examine how evaluation results are used
in practice.

In general, the goals of evaluation of PRIs are to better understand the scale, nature and determinants of the
return to investment in these institutions and to learn about any unintended effects. This information can be used to
improve steering and funding decisions, as lessons are drawn from successes and failures. Some key questions that
are (or should be) asked in such evaluations relate to the efficiency and effectiveness of institutions and their
programmes, the rationale for government intervention and whether the original drivers are still valid, and the level of
additionality achieved through government funding.

The impacts can be widespread, and PRI evaluations have the potential to cover a broad range of less tangible
issues, such as impacts on culture, societal views and organisations. These aspects are more difficult to measure,
although advances have been made in some areas. For this reason, evaluation can only serve as a guide to policy
makers. As it cannot provide definitive answers, value judgements will continue to play a role in steering and funding
decisions.

The evaluations examined by RIHR addressed a variety of levels of PRI activity, ranging from the sector to
individual projects. Impact or value added was the most common evaluation issue to be explored, although the exact
meaning of these terms was not always clear. The second most common evaluation issue dealt with scientific outputs.
The method most commonly used was qualitative assessment based on interviews and questionnaires to
stakeholders. Some evaluations used indicators to inform their assessment of performance. These were generally
ibackward | ookingo, in terms of summing up past perfo
future impacts of research in their assessments. Most of the evaluations judged that the sector, institute or
programme/project in question had been of value or had performed adequately; consistent with the choice of
methodologies; this was often based on an overall judgement as to the costs, benefits and influences of the initiative,
rather than a quantitative assessment.

There is scope for improving the use of evaluations for policy-making purposes. There was little information on
how the findings and recommendations of the evaluations were used, which raises broader questions about why
evaluations may be overlooked in steering and funding decisions. A useful step would be to improve the relevance of
evaluations to decision makers, by ensuring that evaluation methods and indicators keep pace with the changing
environment in which PRIs operate, in particular by capturing the increasing numbers of stakeholders and level of
cross-sector activity. Raising stakeholder confidence in, and acceptance of, evaluation activities is also important, and
could be improved by consciously involving them earlier in the process. A number of countries have some degree of
Abuiinidt eval uati on i n whidheight be pevidwedowth these dssuessnsmind.

Evaluations need to explicitly address the issue of an underlying rationale for intervention. Circumstances change
and evaluations need to consider whether a market failure still exists, how strong it is, and to what extent government
intervention is still appropriate. In addition, since intervention can gradually change the behaviour of stakeholders in
negative as well as positive ways, it is important to review whether current approaches are still appropriate. Clearly,
this is difficult, and the methodological challenges of creating a counterfactual are real. However, gauging the attitudes
of firms and assessing their behaviour can provide some clues. This supports the use of qualitative information as well
as quantitative methods of evaluation.

The evaluations highlighted some interesting issues and suggestions on how to improve the operation of PRIs
and their programmes. While every country and innovation system is unique, and approaches cannot necessarily be
replicated successfully in everywhere, it may be useful to note some of the issues and solutions that have been
identified. For instance, many evaluations point to the difficulties PRIs have in meeting the expectations of all their
stakeholders. This situation is becoming more acute as the environment becomes more complex and the numbers of
stakeholders grow. Misalignment of stakeholder goals could be a reason why some initiatives fail or produce
subopti mal results, and a better under st anudwouldbe adrucial toa




in better policy design.

The setting of research agendas, and the related issue of levels of core funding, continues to be a difficult
balancing act. The degree to which PRIs undertake fundamental research, and receive core/capability funding to do
so, must be set against the needs of other contributing stakeholders, who may have different time horizons and
different priorities. One suggestion has been to focus programming on the overall portfolio of research, rather than
individual projects. This would likely promote synergy and multidisciplinary work and allow for a longer-term research
focus. Allocating core funding at a higher level has also been considered to help promote a strategic research
approach and balance the influence of large stakeholders. A related challenge is to allow flexibility in terms of changes
to research agendas and stakeholder investments, while maintaining long-term funding stability. A number of
evaluations poi nt ed- nwithautmaingdmy clgaesolstionof fAl oc k

An important issue highlighted by several evaluations was that research alone does not necessarily add value.
Thinking about how results will be converted into further research advances or innovations must be an important part
of the design of PRIs and their programmes. Dissemination strategies were observed to be inadequate in several
cases and it appeared that specific activities were necessary to stimulate the application of results. The exact
approach is likely to differ according to the goals of the institute 7 f or instance, crea
commercialisation may not be appropriate for PRIs with an explicit goal of serving industry. Ensuring that industry has
the absorptive capacity to utilise research results is also crucial. Some institutes directly engaged with firms to
demonstrate research results and build capacity for future knowledge transfer. Further analysis would be useful in this
area. Moreover, although the path to economic impact and effects on innovation is particularly difficult to measure, this
issue should not be ignored because of methodological difficulties. One way forward would be to take a longer-term
view and include more in-depth analyses in evaluations.

There continues to be room for improvements in the methodology and design of evaluation procedures, including
the incorporation of potential future streams of costs and benefits arising from current and completed research.
Advances have been made in measuring social and environmental outcomes and further work will be valuable.
However, evaluations are not costless and quantification of outcomes can only be undertaken to the point at which it
remains cost-effective to do so. Regardless of the value of and need for evaluation, the scope and frequency of
evaluations should be justified. Combining a variety of methodological approaches and including a range of
stakeholders in the evaluation process can help to overcome the individual shortcomings of various approaches and
may be a useful way forward while new approaches are being developed. Not all evaluations used clear and time-
consistent indicators of performance, and the integration of field specificities was not transparent in most cases. As a
general observation, clear goal setting at the start of initiatives will aid in collecting data and indicators that will later
help in evaluation exercises.

Finally, evaluation is now taking place in a more complex environment and new demands are being placed on
evaluation exercises. Ensuring that evaluation approaches can take account of overlapping roles and responsibilities of
stakeholders, multidisciplinary efforts, globalisation and more complex funding arrangements will be essential if
evaluation is to remain a useful tool for policy makers.

Source: OECD (2009), Research Institutions and Human Resources (RIHR) project: Strengthening the Impact of Public Research
Institutions.

Box 3.3. Building evaluation into policy processes

A certain degree of evaluation and/or performance monitoring of programmes and institutions is sometimes built
into routine policy processes. The following are some examples from public research institutions:

Belgium: The Flemish government concludes a multi-annual management agreement with all public research
organisations, policy-related research centres, and special institutes. Every five years, an external partner, supported
by an international panel of experts, evaluates the execution of the agreement and the linked results. Following an in-
depth evaluation, new agreements were concluded with all PROs in 2006-07. These contained results-oriented criteria
such as patents, spin-off companies and publications, in return for which the PROSs receive a yearly financial grant.

Finland: The performance management model designed by the Ministry of Finance seeks to improve
accountability of public officials, including in publicly funded research organisations. As part of the model, basic criteria
for performance are defined and included in legislation: policy effectiveness (or societal impact); operational efficiency;
outputs and quality management; and management of human resources. In response, research institutions have
developed methods for assessing and monitoring organisational impacts.
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Italy: Reforms over the last decade have addressed the framework for evaluation of research. In 1999, reforms
aimed to develop a governing structure for the research system that included national research policy evaluation and
assessment. As part of this, a Committee for the Evaluation of Research (CIVR) was established. In 2003, an
integrated system of research quality assessment was created and in 2007 the National Agency for the Evaluation of
Universities and Research was assigned the task of assessing the quality of the research results produced by
institutions as well as the efficacy and efficiency of their institutional activities.

Japan: Independent administrative institutions, which perform a diverse range of R&D activities to meet policy
challenges, are designed to establish a medium-term goal of three to five years. At the end of this period, the
institutions are required to conduct an overall review of the organisation and its operations. This is assessed by an
evaluation committee within the supervising ministry and by the minister in charge. The institutions are also required to
submit a report of their annual performance/results to the committee. Many national testing and research institutions,
another category of PRI, also undergo organisational reviews every few years, in accordance with the General
Guidelines on Evaluating R&D.

New Zealand: Under the Crown Research Institutes (CRIs) Act 1992, CRIs should promote and facilitate the
application of the results of their research and technological developments. To shed light on this and the broader
overall performance of CRIs, three groups of indicators are used: research application metrics, related to the transfer
of results (applied to all CRIs); relations/influencing role, related to how well CRIs are engaged in their sector (specific
to each CRI); and measure of impact, related to the impact of selected research results or technologies that CRIs have
applied or transferred over the previous five years (specific to each CRI). The Crown Company Monitoring and
Advisory Unit (CCMAU) provides advice to shareholding ministers on CRI performance, and monitors performance
against targets.

Norway: A new core funding system for the research institute sector, to be administered by the Research
Council of Norway, was introduced as of 1 January 2009. This new scheme incorporates a tranche of performance-
based basic funding (around 10%) idnt#fic publicatoms, co-opsrationtwith thes
higher education sector, income from the Research Council of Norway, income from abroad, and income from national
research commissions.

Poland: Recent laws, particularly those enacted since 2001, have strengthened the importance of
research/science/innovation policy evaluation and put more emphasis on the effectiveness of research, especially for
socioeconomic development. The Act of Law on the Financing of Science, which describes the main mechanisms for
steering the activities of public research institutions, specifically includes the activities of the Evaluation Committee of
Research Units.

United Kingdom: Every five years, the parent Research Council reviews the Research Council Institutes, in
terms both of their research portfolio and of their operational effectiveness.

Source: OECD (2009), Information provided by RIHR country delegates for the Research Institutions and Human Resources (RIHR)
project: Strengthening the Impact of Public Research Institutions.

Impact assessment of research programmes

Research programmes are one of the main instruments used by OECD countries to implement
research and innovation policies. They may aim at funding basic or more applied research in a general or a
specific sectoratontext, with or without a commercial objective. Two of the most important research
programmes in terms of resources are the European Union (EU) Framework Programme (FP) and the
United States Advanced Technology Program (ATP). The nature and scope e$dhech carried out
under these two programmes are very different.

The EU 7" RTD Framework Programme

The EU Research and Technological Development (RTD) Framework Progiartimaemain multi
annual R&D funding programme at European leitslaimis to help the EU meet its main goals. Since
1984, the FPs have played a leading role in multidisciplinary research -@peative activities in Europe
and beyond. The seventh Framework Programme (FP7) continues this task, and is both larger and more
compreherige than earlieones (Box 3.4).



FP7bundles all researetelated EU initiatives together under a common umbegitdplays a crucial
role in reaching the EU6s goals of growth, compet
the programme hashaidget of EURS3.2billion over its sevetyear lifespan, the largest funding allocation
yet. It funds both basic and applied researchsamks tamprovethe research capacities and results of all
stakeholdersi.g. private companies, individual researdeuniversities, public research institutions and
foreign actors).

The European Commission has attempted to assess the wider impacts of the FPs on the economy and
society. The most significant studies hawsed mathematical modellingo calculate impacton the
economy. For exampl e, a study by the UR@OMBId Kin
anal ysed the i mpact on the United Kingdomb6s tot s
Guellec and van Pottelsberghe de la Pott€2i@01) According to this study, the estimated annual
contribution to UK industrial output would be GBillion, a very large economic return on UK
Framework activity. Similarly, a study by the EL
using the same athodology as the UK study, calculated the impacts of the FP on indU&yesults
seem to indicate that the effects are significant. For example, for Finland, the estimates suggest that 0.9%
of annual industry value added is attributable to FP fundifh@ny member states record even higher
contributions. On average, depending on the assumption and parameters of the study, it is estimated that
EUR1 of FP funding leads to a (losigrm) increase in industry value added of between EURd
EUR 14. Tte increaseis spread over a number of years becaokéime lags before R&D spending
produces its economic effects.

In addition, the FP7 has introduced amante or prospective calculation of the impacts of
expenditure. To do so, it uses a general equilibriumdel called NEMESISThis venture, while subject to
further improvements, represents a qualitative jump in @éRante impact assessment of research
programmes and allows for estinmaginvestment benefits before they occur.

In order to assess the impacf the new FP, the European Commission drafted three scenarios:

f The -nModtohi ng optionod serves to analyse whether
the same objectives.

T The fAbusiness as wusual opti on 0e budget wliocatiorss t he
objectives, instruments, priorities and institutional actors.

f The fAenhanced Framework Programme optiondo dolt
designed to better respond to the Lisbon Agenda objectives.

For these scenariothe NEMESIS model can calculate the different sets of benefits that would
accrue. As with all econometric forecasts, of course, the results must be intengtietemtionbecause it
is hard to establish a linear causal relationship between specifiepalind particular effects. Moreover, it
is very difficult to quantify many predominately qualitative effects, such as increased networking,
improved absorptive capacity, strengthened research competencies of firms, or changes in behaviour. In
addition tothe economic gains, the FP could also have large social impacts.

18. Its name has recently changed to the Depamtrof Business, Enterprise and Regulatory Reform (BERR).
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Box 3.4. Priority Setting through the European Commission Framework Programmes

The 7th Framework Programme for Research and Technological Development (FP7) is the EU's main instrument
for funding and steering research policy. FP7 differs from the previous Framework Programme in that it was explicitly
designed to support the Lisbon strategy and as such
context of the European Research Area (ERA), the internal market for knowledge in Europe. The FP7 is organised into
four specific programmes, corresponding to four major objectives of European research policy, namely i) co-operation
in research and discovery; ii) ideas, which refers to the establishment of the European Research Council that will
support individual research grants; iii) people, which refers to Marie Curie actions to improve human resources in S&T,
and iv) capacities, which refers to research infrastructure, regional and international co-operation.

6" EC Framework Programme (2002-2006) 7" EC Framework Programme (2007-2013)

Budget: EUR 17 billion Budget: EUR 53.2 billion

1. Life science 1. Health (EUR 6 billion)

2. Information society and technologies 2. Food, agriculture and biotechnology (EUR 1.9 billion)

. 3. Information and communication technologies
3. Nanotechnology, materials process .
(EUR 9.1 billion)

4. Aeronautics, space . .
P 4. Nanoproduction (EUR 3.5 billion)

5. Food quality and safe
quality and safety 5. Energy (EUR 2.3 billion)

6. Sustainable development, global changes,

6. Environment (including climate change)
ecosystems

(EUR 1.8 billion)

7. Citizens and societ
y 7. Transport (including aeronautics) (EUR 4.1 billion)

8 Socioeconomic sciences and humanities
(EUR 0.6 billion).

9. Security (EUR 1.4 billion)

10. Space (EUR 1.3 billion)

The thematic research pr ogr aompreersa ta roen 0s3amisllidmaeviich ré&wisR |
gaining leadership in key scientific and technology areas by supporting co-operation between universities, industry,
research centres and public authorities across the EU and with the rest of the world. Trans-national co-operation will
remain the main instrument for carrying out research activities. This programme consists of ten different thematic
research areas as listed above. Despite the greater number of priorities in FP7, there is a great deal of continuity
between the thematic focus of the two programmes. However, the FP7 represents a 63% increase in public spending
compared to FP6.

Source: European Commission (2008).

The US also has institutions in place that perform impact assessments to measure a research
programmeds success and progress. The US Economi
funded projects for seral years after ATP funding ends, and identifies the direct and indirect benefits
delivered by ATP award recipients. Direct benefits are achieved when projects accelerate technology
development and commercialisation processes, leading to private rahgnsarket spillovers. Indirect
benefits are delivered through publications, conference presentations, patents and other means of
dissemination of knowledge.



The EAO uses a variety of methods to fimed@sure a
investment. The methods range from early surveys used to generate immediate information to detailed case
studies, statistical analyses, tracking of knowledge created and disseminated through patents and citation of
patents, and informed judgements. \WWhdurrent evaluation of emerging technologies occurs, existing
tools are modified, new tools are developed, and/or existing methods are combined in new ways. The
changing environment in which evaluation takes place makes it difficult to use any one toatteabure
theresults and impacts of R&D investment.

One of the EAOG6s mai n projects to datesis idepttscesbenefinanatygsar | y ¢
The case studies are based on interviews of funded companies, their customers and industrgrekperts,
on other primary data collection activities, such as the Business Reporting System Sun&p)(Boxhe
case studies, different stakeholders estimate the benefits directly accruing from tHdéefd Ehe time at
which the analysis is carried owtimportant. In generagxpostmeasurement of results already achieved
(e.g.commercialised technology, sales of innovative products, and reduction of costs due to process
improvements) needs to be combined wdétkante prospective analysis of the potehtcommercial
benefits of the project.

Box 3.5. The Business Reporting System Survey

In early 1994, ATP implemented the Business Reporting System (BRS), a comprehensive data collection tool for
tracking the progress of its portfolio of projects and individual participants, from project baseline through closeout and
intothe posttATP period, against business plans, projected edg

The survey is designed to capture economic and organisational changes that are expected in the award recipient
population if progress is made towards the expected goals. The themes and topics defined by the goals are reflected in
multiple lines of questions that vary in a logical progression over the survey period. Baseline information is collected
from the initial survey, and follow-up questions in each area are included at the appropriate anniversary, closeout or
post-project survey. Several variants of the surveys are used for different types of organisations. For example,
participating non-profit organisations or universities are given a slightly different survey from that given to companies to
reflect their specific roles in a project and their different organisational structures.

Intended for immediate use in project management and ATP evaluation, the data are also expected to support
analysis of R&D behaviour and outcomes beyond ATP in the longer run.

Source: ATP, 2005.

It is difficult to identify the appropriate time to conduct an impact study. Prospective studies of project
outcones, particularly if performed before technical risks and uncertainties have been overcome and
business risksarefully consideredmay not generate credible or useful estimates of programme impacts.
This is true even if thetudiesmeet high standards of@omic modelling and rigour. Alsd prospective
studies areindertaken vergarly, it is extremely difficult to estimatéhe probability distributions of long
term advanced technology project outcomes. Given the uncertainties about outcomes, sonaicombin
retrospective and prospective analysis is appropriate as long as the analysis includes direct evidence of
commercialised products or processes that incorporate the gtojdeid technology.

Sometimes, a project that achieves quantifiable econbenefits requires funding from multiple
external sources. A conservative approach to assessing the impacts of ATP funding is to allocate benefits
in some equitable way among funding sources. Identification and attribution of benefits requires the
matchingof programmeunded projects to direct project outcomes. This matching is completed by tracing
product outcomes back from company products to their origin in an R&D project and forward from the
ATP-funded projects through the product development stages.
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These studies are consistent with the Office of Management and Budget Circ@ar A
recommendations for the use of ebsnefit analysis in general and of cash flow analysis, of net present
value (NPV), of cosbenefit ratios, and of internal rate of retsr These are key metrics of programme
outcomesSomestudies employ other quantitative methodologies, such as hedonic index models.

The results of individual codtenefit studies can be aggregated to see the impact (usually prospective
estimates) acrosATP. The net social benefits from about AOP projects, for which ATP provided
USD 2.2 billion and industry provided USR.1billion, are estimated at USDBbillion. As these projects
were funded and studied at different times, however, the impacts tminpuhe different studies are not
strictly comparable and their aggregation presents methodological problems.

Non-economic impacts

Beyond economic gain, the aim obabstantial share of public R&IS to increase the welbleing of
citizens. R&Dcanboth positively and negativelgffect the environment, health, social development and
cohesion. Although some R&D causes societal harm, much of it produces benefits for society. Cozzens
(2007) <classifies these benefidts$ hientidhowwdvo bemned dt
benefitsconcernthe overall status of individualsuch asealth, educatioandenvironmental quality. The
Afhowod benef it speapleliveaheielives. &quity,rdemoaveyyand community development
are examplesPublic research is conducted in a wide range of disciplines as health and environmental
research, social science research, humanitiestletcanincrease the welbeing of citizens.

Unfortunately, the literature on the renonomic impacts afcience is much less abundant and robust
than studies of economic impacts. Godin and Doré (2006) identify three main reasons for the scarce
production of noreconomic impacts studiésThe first is that most measurement of science and research
has been wtertaken in an economic context. The second is that the economic dimension is often easier to
measure than social impacts for the reasons discussed éarlielf. most of the outputs and impacts of
science are intangible, diffuse and often occur with i@ lags.

Nevertheless, in recent years, researchers and governments have started to be interested-in the non
economic impacts of public R&D. Theresemeconsensus among researchers that one of the first steps
towardsbetterunderstanding the nezcoromic impacts of public R&D is to define a framework that links
research investment and wbking (Sharpe and Smith, 2005). Cozzens (2007) argues that social outcome
indicatorsof research are neither difficult nor rare and that dozens of indicatomstoethe public goals of
research. In her view, what is lacking is not outcome indicators but the logic that cahastteresearch
and innovation.

Sharpe and Smith (2005) develop a basic general framework for assessing the impact of research on
well-being. This basic framework (Figu1) links research investment with waléing via the uses made
by social actors of the increased knowledge generated by research. In principle, this general framework can
capture the impact of many different types okggsh investments used by different social actors to affect
variousdimensions of welbeing.

19. Godin and Doré (2006) use the concept of science and technology, which is broader than public R&D.
However, the problem of impact assessment is the same for both.



Figure 3.1. Framework for analysing the effects of research on well-being

Research and Act Well-being
Development b Actors * Outcomes

Performers Government Economic
- Government - Federal e.g.
- Higher Education - Provincial - Consumption
- Non-Profit - Municipal - Wealth
- Business - Government Institutions - Equality
(hospitals. schools) - Economic Security

Field of Research
- Natural Sciences and Business Social
Engineering e.g. e.z.
- Social Sciences and - Aerospace - Improved Health
Humanities - Telecommunications - Lower Poverty

- Electronics
Type of Research Environmental
- Basic Individuals e
- Applied e.g. - Less Pollution

- Purchasing Decisions - Greater Biodiversity

- Lifestyle Choices

Non-Profit

c.g.

- NGOs

- Universities

- Churches
Source: Shar pe, A. and J. Smith (2005), i Me-bemg A Survgy of Ihdieatots mfpMelt-it si Mg o Res e
Centre for the Study of Living Standards-Cent re do6®t ude des niveaux de vieo, Ottawa, Canad

This model requires adopting a festep approach in order to measure impacts on-hedtly and
establish their connecin to public research

1. Define the broad domains of waelleing (social, economic, environmental, etc.) thed of
particular interest, as well as sdbmains within the broad domains.q.within the social
domain, the suldomains child welbeing, educabn, etc).

2. Chooseconcrete indicators that can capture the domains edseoiains

3. ldentify research investments that influence or determine the chosen indicators and specify the
paths through which these investments and the knowledge created affadidhtors

4. Quantifythe impact of particular research investments on the indicators of interest.

The model then should be able to use a mix of indicators to track changes in the desired outcome area
and should also make it possible to attribute the prigpertof the changes to the research effort. The
attribution of impacts is not easy, especially given the diverse factors affecting the final outcome and the
time that may elapse between the public investment and perception of an impact. Such attributions,
however, should be made possibiethe use of expert judgements, the timing of change, or direct causal
connections (Cozzens, 2007).

In health and environmental sciences, the development of metrics of social impacts is probably more

advanced than in oth&elds, mainly because the causal relationship between investment and impact tends
to be clearersis the attribution of benefit$n other cases, however, as the Allen Consulting Group (2005)
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recognises, it is very difficult to express the primary ddo@mefit$® by using a common expression of

value such as the social rate of return. In general, the most that can be done is to highlight where these

i mpact s occur and articul at e qualitatively t he
compreherisv el vy, it would be necessary to ftell the s
approachs often adopted

As a result of the problems mentioned abdveemains necessaty improve the models that link
public R&D with wellbeing in ordeto overcome some of the difficulties inherent in this type of analysis.
In particular, these models should emphasise the need to spgeespecific research investments and
dimensions of welbeingthat are of interest before undertaking empirical warkestimate the impacts.
These models should also deal with the problems of attributing the credit for impacts -deinglto
public R&D, despite the difficulties involved\n alternative valuation moda discussed itChapterl and
includes some of thsuggestions mentioned above. Further work, however, is still needed to overcome
many of these difficulties and obtain better estimates.

8. Conclusions

This chapter stresses the importance of understanding and measuring the impacts of public R&D
investmets in order to evaluate the efficiency of public spending, assess its contribution to achieving
social and economic objectives, and legitimise public intervention by enhancing public accountability. It
presers some of the most promising and forwdooking practices adopted in this respect, including:
general equilibrium models, econometric analyses, data linkages, scientometrics method)asadey
indicators combined with econometric analyses, and case studies. These are a few of the analytical
techniques that governments can use to assess the impacts of their spending on R&D. Other techniques,
such as the use of expertsd.peer reviews), Delphi methods, technological foresight, sociological and
socioeconomiclongitudinal, and historical methods akso options in the toolkit available for impact
assessment.

The choice of methodology, or methodologies, must be made in the context of a specific research
evaluation. An impact assessment exercise requires a deliberate selection of the dimensidhshhpéw
the exercise. These are the timirggg( exante, monitoring, expos), the object to be assessexig(a
research programme, public research organisation or a research system), and the specific nature of the
researchi(e. whether it is basic sence or technology development, and whether or not it is primarily
industryoriented).

When deciding which methodology to apply, it is also important to consider the scope of the impacts
to be measured. Public R&D may have impacts at different levelseafdonomy or society and public
R&D impact assessment exercises may focus on assessing the impacts of that investment on a specific
sector or on the overall economy or society. As a result, no single analytical method can be used in all
contexts. In factmethodologies tend to be quite contsgecific and specific factors determine their
appropriateness in a given situation.

This review focues mainly on topdown approaches, especially econometric and mathematical
models, which are likely better suitedl &ssess impacts affecting the whole research system amjdeal
with all types of research, both basic and applied. In particular, mathematical models, such as general
equilibrium or similar models, may be a good way to assess systemic irepante

20. The Allen Consléds$singi cGatoiuprdsuses fithe human, envi
benefitsodo as the equi val en t-ecandmicwdnefits ofipiblicR&r e cal | ed



On the other hand, when the subject of the assessment is a research programme and/or institution that
aims at developing a specific type of technology with a clear industrial focusmaait approaches are
prefered For large research programmes or in§ins carrying out a wide range of research activities
that are not particularly focused on specific technologies or industries, case study analyses that identify and
guantify benefits and track them back to the origgmalrces seem to be an opti@asestudies describing
the main benefits, together with a narrative about these benefits, seem to be the best option for assessing
the noreconomic impacts of public R&D at present. In general, these methods seem to work better for
expostassessment. In tlemse ofexanteimpact assessments, uncertainty about the type and nature of the
benefits that may accrue and the time required for them to appear make these methods less accurate. As yet
there are fewexante impact assessments dealing with the speaifipacts of research programmes or
institutions. Mosexantestudies have focused on assessing systemic macroeconomic effects deriving from
the research investment. Accurabeante identification of specific benefits and potential users is still
limited.

When assessing the impacts of public R&D, it is also important to distinguish between publicly
funded and publicly performed R&D. The objectives and scope of the activities differ, which may explain
differences in returns to public resources. Publicly &hdut privately performed R&D may have a more
targeted objective and achieve more immediate results. On the other hand, publicly performed R&D may
focus on basic research that might otherwise not be carried out and may take a long time to produce visible
impacts, which may be more difficult to attribute to the original research. Therefore, distinguishing
between publicly funded and publicly performed R&D when evaluating the impact of investments may
provide a better picture of the returns.

This chapter hmalso shown that the various methodologies are still evolving and based on a series of
working assumptions that must be borne in mind when drawing conclusions. Because of the many types of
public R&D undertaken and the many different dimensions of-laestig affected by these activities, it is
very difficult to develop a framework that captures all the possible impacts of public R&D. As a result,
until now, none of the available techniques has been able to capture the full range of impacts of public
R&D on society. The search for new techniques, however, has opened new and encouraging lines of
investigation.

In practice, sincesocioeconomiémpacts are complex and very different in nature, it is recommended
to use a variety of methods to assess them. Wégstematic and continuous assessments have been
carried out using a range of methods, the coverage of impacts is better and the overall effectiveness and
efficiency of the public investment can be better analysed.

Further work is needed on integrating diint approaches and methodologies to create coherent
impact assessment practices. More integrated frameworks using a combination of complementary methods
should be explored. For now, no common framework for developing and using these analytical techniques
has been agreed and international collaboration in this field is still scarce. The scope, nature and objectives
of public R&D vary across OECD countries, d® nationalsocioeconomi@emands for public research.
Therefore, it may be difficultpwing notaldly to data and methodological limitations, to achieve full
international comparability and benchmarks. This should not imply, however, that countries should or can
give up.

Finally, although methodologies for impact assessment remain a challengeptias @ recognise
that some important values of scientific research will remain hard to quantify. Investment in some areas of
basic science primarilgeeksto satisfy human curiosity and deepen our understanding of the universe. In
some cases, such reggamay prove to have benefits beyond pure knowledge and the satisfaction of
curiosity; in others, it may not. A related and perhaps larger challenge rehmifastthat in many cases
the results do not feed back into the policy debate.
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CHAPTER 4
SETTING PRIORITIES IN SCIENCE AND TECHN OLOGY : THE ROLE OF EVALUATI ON

Evaluations are used in many contexts. One is S&T priority setting. This chagden{sr some of thg
main policy issues surrounding priority setting. It discusses the role of the different actors in the
and the different tools used to help S&T decision makers set priorities. It then seeks to ident
practices for improvindpoth the quality obx anteevaluations and their usefulness in the policy mak
process. It also assesses the process of priority setting in S&T itself and identifies structural wee
as well as best practice solutions.

Introduction

As research rad innovation take on a more central role in economic development, the setting of
priorities for public R&D and innovation has become a more complex and urgent challenge. Priority
setting, however, is no easy task and requires not only political visiogleadsocietal goals, but also
tools and mechanisms that can help governmssttsand implement prioritiegEvaluation in particular
exanteevaluationis one such tool.

Priority setting and evaluation are two distinct issues with their own dimensgtdpsty setting is the
conscious selection of activities at the expense of others with an intended impact on resource allocation.
This type of priority setting contraswith the type that takes place in a salfjanising system. Priority
setting is conerned with questions such &hall we invest more in basic research or innovation? What
technologies have greater private and social retulnsan institution, shall we invest ian Earth
observation platform or a particle collideEtnphasis inHe prioity setting process vis over time.
Historically, thematic prioritiesuch agechnolog dominated followed bymissionoriented priorities to
respond to societal demanddor e recentl vy, Afunctional 0 prioriti e
the system €.g. Shall we focus on policy strands instead of technologiba¥edrawn theattention of
policy makers

The rationale for priority setting

The rationale for setting priorities for public investment in S&T continues to evolve. While scientific
excellence continues to be the dominant rationale, in particular for funding of basic research, the focus on
accountability and the social and economic benefits of research has become more pronounced over the past
decades. Indeedver much of thepostWorld Warll period, it was largely taken as given that science
should be performed without thought about its practical use, in order to expand knowledge and
understanding of the natural world. Science would, through the mechanism of technology transfer, driv
technological innovation and contribute to economic and social welfare (Bush, 1945). Implicit in this
understanding was the idea that researchers should set the priorities for basic research.

In practice, this situation involved an implicit social cootrbetween scientists and society. Over the
past decades, the terms of this contract have changed as technological progress and a rangeiof reforms
the governmentf democratic societies has resulted in greater calls for accountability of publicly funded
research. These demands fooas$ only on achieving payoffs from public investment in reseaech,in



terms of Afnati onal compet i t,ibut elsoens accoyuntability bftseence h e a |
regarding the potential negative implicatiarisertain scientific activities.

The pressurdor greater accountability and economic benffiim R&D has increased alongside a
rapid and absolute rise in public support to R&DMoreover, the combined amount of public R&D
expendituresife. the sum of [gher education R&D and government R&D) in the OECD aosafrom
USD 89hillion in 1981 to USDR202billion (in constant 2000 PPP USD) in 20gure 4.1) Given the
large amounts of public expenditures there is demand for evideritee outcomes and pacts of such
investment and for more robust mecharssior setting research priorities bgovernmentsor their
delegated authoritie§.oday, many countries are struggling with the challenge of allocating resaarces
improve economic performance withowstricting the freedom of individual scientists to set their own
research directions.

Figure 4.1.  Trends in total public R&D expenditures in the Triad and China, 1981-2006
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Source: OECD Main Science and Technology Indicators, 2008.

3. Defining priority s etting

Priority setting for S&T can be defined as fit hi
with an impact on the al |l oc aterms of R&,it isghe bdcisian orr e s o u
who and whato fundand howmuchanrd for how long. Priority setting, however, is nostaaightforward
processit is a democratic process involvirgplitical bargainingand compromise among the different
actors in the systene(g.researchers, institutions, funding agencies, ministié@vever there have been
attempts since the 1980s and 1990s to improve the conceptual underpinnings of priority setting by greater
use of technology foresight and technology assessment tools as well as greater stakeholder involvement.

187. Priority setting is highly contexgpecific and largely influenced, if not determined, by the
institutional settings that govern S&T as well as by the technological specialisation of different countries.
Barré (2008) suggests thateth basi s f or setting finational prior

21 This is true even if the share of government R&D has tended to fall relativesiteebs R&D and higher
education R&D.
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discourse about national S&T policpato give it political visibility. A secondary aim is to identify and
highlight policy measures to improve the functioning of the nationalvation systemd.g.framework
conditions for innovation policy)The final aim is tosendsignals about longdaerm shifts in relative
funding among broad sectors. In contrast to national priority setting, priority setting at the sectoral level
allows goernments to give special attention to a few politically significant issues/sectors (challenges) and
to design an integrated set of actions to address them.

Polt (2007) categorises three main dimensions of the priority setting processes, namely:

1 typesof priorities: thematic priorities or functional/generic priorities
1 levelsof priority setting national priority setting exercises, institutional priority setting, etc.

1 natureof the priority setting processop-down/experbasedvs. bottontup/participatay, degree
of formalisation, mechanisms for implementation, evaluat&iq.

The process of priority setting

Priority setting for research themes or areas can be divided indotep and bottorup approaches.
The formerinclude governmental prioritiesxpressed by government ministries tthhaflect strategic
priorities (e.g.economicdevelopment) or public missior{e.g.health). The latteressentially reflect the
priorities ofresearctproducersresearchers themselves, research institutions and fuagérgs.

With the exception of missieariented research institutions, bottam approaches have dominated
thematic priorities for longeterm and fundamental research. Moreover, theigeesenthe core funding of
public research in many countries. Peeview of research publications has been the main basis
assessingesearch to determine priorities. In practier,postandex anteevaluations of research policies
and instruments have had less impact on the priority setting process. Although hrpse@rntning
institutions enjoy a high degree of autonomy and set priorities according to their own criteria, the priorities
of the public research funding agencies are inevitably reflected in the priorities of the performing
institutions. For example, pgor a mme or proj ect funding is often t
National priorities for societal objectives, such as health and environment, and broader objectives, such as
a fAknowaededde or #Ai nfor mat i on 0 eseacch prieritieg at the operatianal f | u e
level.

During the 1990s, many OECD countries began addressing gaps in their innovation system by making

Aifunctional 6 or structur al i ssues a priority for
include increasing research funding, strengthening university research, promoting basic research,
increasing womenos participati on, promoting S U S

technology areas (ICT and biotechnology). By identifying and gettiese functional prioritiepolicy
makers aim to enhance the functioning of the national innovation system.

National priority setting can have many very different forms. At the nregor@miclevel it can be
expressed in governmefthite Papers nationd innovation strategies or national S&T plans. At the
operational level, priorities can be expressed via the missions of institutions or through more flexible
structures such as centres of excellence. More recently, governments have increasingly ussghiastr
such asresearch and technology programmgerformanceébased contracting and pubficivate
partnerships as more flexible ways of influencing the research agenda of research institutionstiftvhich
have quitea high degree of autonomy in settitngir research agenda) Moreover, funding instruments also
serve to adjust or set national priorities. Industry financing of public research or public/private partnerships
can also shift public priorities for researahalignthemwith business strategiesyer both the long and
short term.



Table 4.1. Forms of priority setting

Strategic policy instruments Institutional instruments Funding instruments

Government White Papers Targeted research and technology | Budget plans and allocations

- . . . rogrammes
Policies addressing specific industrial prog Performance-based

sectors, clusters (e.g. the technology | Research institutions with specific | contracting for public research

platforms established by the EU) profiles and technological institutions

... | orientation L .
Government procurement for specific Public-private partnerships
sectors/technologies Centres of excellence

Industry funding of public
Strategic research agendas of research
research teams

These (and other) meai$ priority setting have been used in varying d&g over time and in
different innovation systemd-or example, in countriesy which R&D has a strong military focus,
government procurement of R&D has typically played an important role. Countries with a strong focus on
other large technological syster(s.g.nuclear energy) have alsnade significant use of government
procurementAlso, the setting up of dedicated public research institutions (sometimes with a quite narrow
technological focus) was an early trend in the definition and implementation BfpB8cy priorities.

These means are not confined to governments. Agencies and research institutioatsdbuét up
capacities to engage in priority setting and the implementation of priorities.

Actors in priority setting

Priority setting isa complexdecisionmaking process involving not only the scientific community,
but also stakeholders outside of scie(@atient groups, industry, agricultyegc). These stakeholders are
the actors in research funding and performand® take part in setting potities sponsors of research,
intermediary agencies, reseajqmrforming institutios and researchers. Depending on the institutional
context, industry, the social partners and civil society directly or indirectly play an important role in the
process. ldustry and civil society often participate in formal consultative mechanisms such as advisory
councils or university boards. Sometimes civil society actors such as privajerafibnfoundations
(e.g.the Bill and Melinda Gates Foundation) influence goment priorities by making their research
priorities highly visible?

In most countries, priority setting ioncentralisedand doesnot take placgrimarily at the level of
federal/central government. Rath&rith a growing division of labour in policyystems, a number of
actorsareinvolved in STI policy making, ranging from agencies (research councils, funding agencies) to
regional governmentd-igure 4.2) Variousapproaches to détg priorities can be observed, but nearly all
include stakeholder imlvement of some kind, including consultations with enterprises or business
associations, as well asngovernmental organisationsGOS9.

In a typical division of labour government (quite often with the help of S&T policy councils)
formulaesbroad paky orientationshroughbudget frameworks and general goals in STI policy strategy
documents, while individual ministries and funding agensatsore concrete priorities.

22, The role of such charities and foundations is gro
Science and Technology Indicators data for the OECD as a whole show that the share of gross expenditure
on R&D funded by the private negprofit sector rose from 2.3% in 1981 to 2.6% in 2006. However, there is
considerable crossountry variation in this indicator, with the US share being the highest, at 4.3% in 2006.
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As a result ofttetrend towards devolution of competences to specialised aggthagbuild up their
competences in evaluation and in priority setting. Examples inckkden| andbés technol og
agency Tekeg,Bel gi umdés i nnovat WihnanpArusmati iaddrs a gereay ch pr
(FFGQ). Priority setting in suclcomplex policy systems involves close interaction and bargaining between
the principals (governments, ministries) and the agents (funding agencies, public research institutes).

Figure 4.2. Governance structure of technology policy in selected countries
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Note: This figure does not necessarily represent the current state of division of labour between actors. It is shown here as an
illustration of the different possible configurations between actors.

Source: Arnold (2004), Innovation Governance: Typologies and Principles, European Trend Chart Policy Workshop, European
Commission. Brussels.

Institutional features and mechanisms for priority setting: some examples

Although priority setting is typically not centralised, some attempts have been made to ceamndilise
especiallyto co-ordinate priority setting. This may be done through research funding degiaking
mechanisms. Broadly speaking, there are countries in which thdotap approach dominatesid otheis
in which the bottorrup approach is more importarnn all countries, both tedown and bottorup forces
exist, and some countries attempt to integrate the wanany countries there seem to be increasing
tensions and shifts in this balance, making priority setting a major policy issue.

In countriesin which the topdown approach dominates, the central government adopts explicit
strategies, policies, or plans that specify priority areas of reseagi\stria, Japan, Norway). Most of
these countries, as well as some otherg.Netherlands, Denmark;ermany Korea), have some kind of
central advisory body that makes recommendations about priorities.

In Japan, the Council on S&T Policy (CSTP) is chaired by the Prime Minister and meets every month.
It is responsible for preparing the Plueainual Basi Plan. The CSTP assesses the compatibility of each
ministerial research programme or initiative with the Basic Plan. The plan has mostly transversal
objectives, but also includes large sectoral priorities. Japan also produces a White Paper more oriented



towards societal issues. Ministribavea role similar tothat of agencies. The CSTP also assures policy
guidance and cordination.

In France, the situation is evolving as the country moves from a system of dominant public research
organisations relative universities, towards a more functionally drivestem Traditionally the steering
and execution of research in France has been divided as follows:

1 steeringof research (government);
1 programmingof research (intermediate organisations, funding dgsjc

1 researctperformance (institutes, unirgties and their departmenisits).

In practice, however, thénational S&T policy has largelybeenthe expostsum of the sectorally
defined policies and strategies of the PROs. A major implication of(d& Paw on Research is the need
for an explicitexantenational S&T policy. This has arisen because of the need for performance indicators
in the national budget, the demand for political transparency and rationale, and the fact that new players
enter thesteering and programming process.the Agence Nationale pour la RechercAd&R).

In July 2008, France | aunched its AfANalistobeal Str
updated every four years. The NSRI serveaids t e e r i n g losetd thecstagr don an overall vision
and multtan nu al perspective that is coherent with the
The demand for priority setting is really a demamébrmulate a national policy that makes political sense
by highlightingthe societal challenges the nation addressegftingpriorities in the budgetary process.

Othercountries use bottomp, decentralised approachespriority setting In the United States and
Canada, the government advisory bodiesrésearch are decentralised and serve different government
agencies. In countriga which nocentral advisory body exstsuch asSweden, priority setting is left to
individual government ministries and agencies.

In the United States, federal priority theg for research occurs at three leveisin settng federal
goals for researchj) in the budget allocation processes for research within the White House and the
Congress that in the aggregate produces éderél research portfolio; aniil) in fedeal agencies and
departments focused ararrying outtheir missions irline with the Ad mi ni st r at prioritie8.s r e s «
The agenci esd advi c édemnadvizaryicommittéew/iech aresetrae sy differerat m
agencies that fund researchihese committees make recommendations based on reports from the
President 6s Commi t t Aeadenmias of Sdlemces, thgln @ s Ndenbodal sci enc
workshops organised by the agencies, and advice from professional societies. The confndtjeeridy
composed ofvarious stakeholders, including industry. The US federal governiwéfe budget cycle
allows agencies too-ordinate their proposals and receive funding for identified priority areas.

In some countries, tegown and bottorup approahes are explicitly integrated Germany, for
example, has a decentralised research system with autonomous public research institutions and
universities. Priorities are set at the level of individual institutifmil®wing discussionshetween the
governmentand the scientific community. Despite its decentralised structure, Germany has a Science
Council, an independent advisory body consisting of representatives from the scientific community,
government, business and civil sociefis bodyplays an importanpart in making recommendations on
priority areas and conducts evaluations of research institutions and programmes. National action plans and
priorities are implemented mostly through the programmes managed by the federal mimstries.
significant effortis made to coordinate ministies and instrumerst The ResearcHndustry alliance
(FWW), a committee of higtevel industrialists and headsBROs, also plays an important role
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In the United Kingdom, national S&T priorities are articulated throughspleadingreview of the
science budget and the Technology Strategy Board (TSB). Resaarnhils ensureco-ordination.The
total science budget addresses both research and innovation priaitteshe process allows for
interactions and input from the botm-up. A key trend is the emphasis on stakeholder input and expert
advice. Bibliometric tools are also used to monitor evaluation outcoamels cioeconomiceffectsare
consideredeforetheresearch is carried out. The challenge for tingdd Kingdomis to support decision
making in strategic areas. Evaluations can play a role bydingvinput

In many countries, research priorities are directly linked to annual funding deci$issan create
tensions between longerm and shorteterm objecties. In some cases, funding decisions focus on
increasing investment in new initiatives or priority areas. Some are-agégicy initiatives €.g.the
US National Nanotechnology Initiative), whilethersinvolve the creation of new structures, such as the
Canadian Innovation Foundatiovhich focuses on infrastructure and Genomics Canada.

Strategic policy intelligence and priority setting

Priority setting has alwaymainly been a reflection of political priorities and the political bargaining
process. Yetrbm the onset, policy makers have also sought the supptie studies and toolthat are
now called strategic policy intelligend®oxes 4.1 and 4.2%trategic policy intelligence can be defined as
ithe set of activi t andmotettmformaianrincotder to pnake it available tothe f f u <
right persons at the right time, so that they can make the right dedisibisrelatedto researchand
innovation policiesand includes such policy support instruments such as foresigdttechmology
assessment, monitoring, benchmarking, regional innovation auditing, technology road mapping, horizon
scanning, speciahation indices, and strategic evaluation (Acheson, 2008).

Box 4.1. Prioritising strategic research in Denmark i RESEARCH 2015

Background: The Danish parliament (Folketing) decided that the foundation for setting priorities for strategic
research 1 research within prioritised areas of society i should be improved. Strategic research can be both
fundamental and applied but is essentially problem-oriented and interdisciplinary.

Focus/goal: Mandated by the parliament, the Danish Agency for Science, Technology and Innovation carried out
the exercise and involved broad range of stakeholders.

Structure/approach: A mapping was carried out between March and October 2007 and involved an international
literature scan by the OECD, broad consultations with societal stakeholders, as well as input from government
ministries on strategic themes. Benchmarking tools were used to assess Danish researchd <apacity to pursue
research priorities.

Phasel: SEARCH
Mapping 2«,%

Result: 21 themes were identified as addressing important societal challenges for which research-based
knowledge is important, broad enough to ensure competition among research institutions and concrete enough to
form the basis for coherent research programmes. The final set of options will be used in political negotiations to
set priorities for strategic research.

Implementation: the Danish Research Council for Strategic Research will directly implement the proposals. The
RESEARCH2015 catalogue proposals do not aim to set priorities for allocating core funding (i.e. general university
funds), but should serve to inspire the direction of research in universities. It is expected that the exercise will be
repeated in four years.

Lessons: It is important to balance short- and long-term perspectives. Political drivers must also be weighted




again challenge/opportunity drivers. In addition, there is a risk of reproducing existing priorities rather than
identifying new themes. Better documentation and data are also needed to assess current and potential strengths.
Finally, the process requires clear political commitment.

Source: OECD based on Hoff (2008).

Box 4.2. Strategic Policy Intelligence in Ireland

Like many countries, Ireland has turned to technology foresight exercises to help set priorities. Before the mid-
1980s, spending for science, technology and innovation was derived from the wider policy objectives of each
department and no clear system of relating STI expenditure to these policy objectives was discernable. The results of
the first foresight exercise highlighted the significant investment needed for basic research in niche areas of
information and communication technology (ICT) and biotechnology, two generic technologies underpinning
strategically important sectors in the Irish economy. Since the first foresight study in the 1990s, the conceptual and
empirical base for helping policy makers set priorities has evolved to include other tools such as technology
assessment and technology road mapping.

(S&T) Foresight

Visions & optimised
priorities

Innov & Tech Assessment,

S"a‘e%l'c ex-ante evaluation
evaluation,
(innovation) Prioritised action lines,
audits, agendas

Benchmarking
Recommendations (S&T) Roadmapping

for future actions -
Optimised programs

Monitoring of the
implementation

Results / changes

Source: Acheson (2008).

Many governments use foresight p r oocas past efgheir a t vy
priority setting procedureor to stimulate dialogue. For example, Canada ugksant types of foresight
analysis adapted for various priorigtting needs. The United Kingdom has had a governimesit
foresight programme since the 1990s and government departments are obliged to take foresight into
account when developing theicisnce and innovation strategies. Japan has been conducting periodic
technology forecasting exercises using the Delphi method Bied®©70s. Korea also conducts foresight
accounting and implicitly uses the resufsxperts who are involved in evaluatiand prebudget review
to setnational priorities

Both exante and ex postevaluation is a element of strategic policy intelligence. Until recently,

policy makers did not systematically use evaluatiwhen settingoriorities Thisis partly due tothe fact
that past evaluations wetgetter able toassess the rationale, implementation, and assessment of goal
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attainment opprogramme/projectshan toassess outcomes and impacts. Also, most evaluations have been
expost while exanteevaluations would leshthemselvebetter topriority setting.

Foresight and evaluation are two magapectf strategic policy intelligenceOthersalso deserve
attention such agechnology road mapping, horizon scanning and spsdiiain indices.

Technology road mapping

Prior to 1980, strategic economic and societal goals were included in the S&T policy agenda. After
1980, new toolsappeared inthe form of technology assessments and technology road mapping.
Technology roadmaping is the process by which technologistsotrgetermine the trajectory of a
technology and the developments needethaintain thatrajectory. Most roadmaps have been orgzohi
around existing industries or technologies, such as semiconductors, optoelectronics, aluminium, pulp and
paper, and eleainic packaging. Some have included an assessment of future market needs, as well as
technology developments. Many have been done by and for industry, but industries have often received
government funding to support the road mapping process. Technolodynmapping is especially
important in complex technology areds, which many components and subsystehase to be co
ordinated Roadmaps identify the minimum performance needed for future technologies to be part of the
system.They appear to be most usefinl sectoran which established technologies evolve incrementally.
However, hey usually do not consider the social effects of the technology &zh2003). Atthe OECD,
an important effort to develop a technology roadmap concerns energy (IEA, 2008).

Horizon scanning

In recent years, horizescanning exercises have become a mainstream activity as a-tiloo
futures and foresight exercises. These activities were first developed in the United Kiffggore4.3)
and then were emulated in countriegh asAustralia, Denmark and the Netherlands. Horizon scanning is
a distinct futures methodology that researches and draws out key trends on the margins of current thinking
thatwill affectp e opl eds | ives in the f ut urceproviddadvancenaliaei z o n
of significant new and emerging risks and opportunities, to exchange information, and to evaluate potential
impacts. This involves the review of a broad spectrum of information beyond the usual timescales and
sources and the paiipetion of various sectors of society. Smaller economies have perhaps been the most
active with regard to using foresight and other funiented studies to inform priority setting because of
the need to focus and get returns from relatively small imeasis.

Figure 4.3. Horizon scanning for policy making
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Source: UK Foresight Centre 2008.

Specialisation indices

Specialisation indicesare amore recent developmenthey help policy makers take stock of a
countryds absol ut e aakmsesgineal gaen researchoit teckenalagicahfieltheyn d  we
are usefulfor assessing characteristic patterns of distribution in national and regional research and
innovation systems. Different national specialisation patterns reflect R&D intensity, pasitgiobal
R&D networks, etc. Ideally thse indicescan help identify priorities that can increase critical mass and
create areas of comparative advantage, but their interpretation must take into accounstiabtas
political decisions€.g on nucleaenergy) or public choices.

Overall, the circle of people involved in these forwhrdking exercises hasxpandedonsiderably.
This focus now is on involving not just experts in theespective technologfield but also the broader
public. Yet, there hagilsob een a cl ear tr ends utpopwarrtdesd ntoornes ufl et xapt & rc
for priority setting.

Data requirements for priority setting

Improving the empirical basiaf priority setting, especiallfor budgetary choices, dependstonely
guantitaive and qualitative dataf high quality. On the input side, this impligaowing the amount of
R&D fundedby public budgets. While countries report aggregate data, there are gaps in the understanding
of socioeconomic objectives of public R&D scientific and technological fields. The multidisciplinary
nature of research complicates this further. For instana#hematicalesearch can advance research and
innovation in nanotechnologies or life sciences but may not be accounted for as such.

On the outputide, evidence of the outcomes and impacts of public support to R&D in various fields
is important to deter mine wheibsteadrof ¢ eamvesar enor @l
the years, countries hawught toimprove the measument of scientific outputs such as scientific
publications, graduatesr patents in order to identify areas of national strengths and weakndsfg
such benchmarking to make funding decisions, however, has inheremtitinst For instance, it is
extremely diffcult to determine with any accuracy where the high impact and high tetummestments
lie (seeOECD, 2008, Chapter 4). Improving data and analysis on both the input and output side will
necessarily require worlo develop ugto-date definitions and taxomies, as well as greater-operation
among agent§funders and performere collecting data. The report of the OECD Blue Sky Il conference
discusses this issue in more detail (OECD, 2007).

International dimensions of priority setting

There are alsaniportant international dimensions to national priority setting. Foreign priority setting
has both direct and indirect impaston national prioritysetting exercises. The most direct impact is
competition among scientiste discover andreae new knowledg. Strength in knoledge production
(specialisation)in one countrymay influence the direction of specialisation in another country with
different financial and intellectual resource endowments. Foreign funding for research via multinational
firms or pubic research organisations may also have an indirect impact on the direction of research in the
receiving country by signalling user demand in a given area. EU Structural Funds and Regional Funds have
arguably shaped the direction of research prioritideémew member states.

There is, however, a risk that such external prioritiay shiftinternal and national priority setting

processeandr esources towards areas of knowl edge produ
stakeholders but that ammportant in a globally linked research community. Regulations in one country
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that limit certain areas of researehd.stem cells) can also create incentives and opportunities for boosting
research in that area in a country with different regulationslé/¢bience has always been international,
globalisation and the Internet have accelerated the movement and exchange of ideas and people. Priority
setting exercises, like the evaluation of research itself, increasingly involve taking into account global
trends as well as direct inputs from foreign scientists and experts.

Another international dimensioof the priority setting process concerns priorities for regional or
global challenges or for large research infrastructuréshatequireinternational ceoperation to shoulder
the high development cosi#/ith the creation of the European Research Area, there has been an increasing
focus on ways to bettero-ordinate the national research programmes ofnteenber statesThis ranges
from the definition of aged common priorities (common visigrgs set out in the Lisbon Strategy and
European Framework programmese the implementation and common monitoring or evaluation of
national and common programmes. The challenge in setting priorities for internatiltatabretion isto
balane a globa) co-ordinated approach with a differentiated approach in relation to the different types of
research. Furthermore, international priority setting must take into account the different technological
specialisation of partrering countries, the need to foster both competition anrdpeoation among
research teams, and the need to balance bafporasearch initiatives with tegiown strategic guidance.

Feedback of galuation and into policy design

Against the background ohgreasing support for research and innovation as well as increasing
demands for accountability anslocioeconomicimpacts, the question of howxante and expost
evaluations relate to the selectionretearch and innovatigoriorities has becomanportantfor policy
makers.

Use of evaluation foipriority setting

To what extent can evaluations improve priority setting? Evaluatian isstrument that can be used
for priority setting and help improvies quality. Evaluation can bex anteand look at thg@otential impacts
up front or during the life of a project/programnug expostandlook at impact andttainment ofgoak.
However,evaluation has not been used for priority setting. The main challenge is to compare alternatives.
Most evaluations have fased on single policy meassrdoday, hey address appropriateness, quality,
efficiency of implementation, and assessment of additionality. There has been some jmaggesssing
the quality and efficiency of interventienin terms of appropriateneisere has been some progress using
ex anteassessment®.g.programme logic, rationale). Also there has bsemeprogress on impact and
behavioural additionalitybut lesson output additionality

Of courseto prioritise, it is necessarto know the ptential impacts of different measuresd.the net
present value of alternative investmenkdesce and micrelevel estimatefiave been madef the impacts
on different measures, such as productjvip the basis ofhe relation between R&D and impact at
various levels. Progress has been slower on the mesoowiml to time lag effects. In short, current
methodologies for measuring the social rate of return of individual projects or subsidies to specific
technologies arensatisfactory. For example, slies of theUS ATP programme find that on average the
return is positive, but the range is so large tthet conclusions cannot be used to select specific
investmentsWhile thereare limits tothe use okexante evaluation in priority settingit can givea good
idea about the rationale of programmes. Evaluation may also be more appropriate for legitimising policy
interventions tharfor setting priorities because there are few examplestuafies ofpolicy measures in
context €.g.compared to other meags).



Gap between evaluation methodology and practice

Becausemost evaluations do not use quantitative tools, compariaomndifficult. Policy makers
should have realistic expectations as to what evaluations can and cannot do. First, the information
requrements of evaluations with respect to behavioural additionality far exceed what is available. As a
way forward, policy makers should:

9 Push the envelope on evaluation. For example, some researchetiastisanents widky
usedin economics €.g.option \alue approaches or microeconomic modelling using CIS
data). The most promising avenue would be evaluation in context in a systemic perspective
for example of subsidies in relation to R&D tax credits towsbetherthey are complements
or substitutes.

1 Another option is to evaluatthe priority setting process itself. It would be worthwhile
expanding qualitative analysis to see which of the priority setting pexessild be good
practice for other countries. The benchmark would be a priority settingssritat actually
has an impact on the direction of technology and on specialisation.

Ireland demonstrasepossible gaps between evaluation methodology and pratitideeland many
actorsareinvolved in priority settingNine ministries deal with S&Tthey havedifferent budgets and their
own agencies. Thaumber of actors, budgets and agencies leads to gaps between methodology and
practice.

Irelandd gop-down and bottorup technology foresight exercise led to establishment of Science
Foundation Irelandhut served mainly as a technology intelligence tool. In 2005, the Science Foundation
Il relandbébs foresight exercise once again served a
I relandds national i nnovat EURL4bslipnsin themlatestrsevepdau n di n g
national plan. Policy makers are, however, asking quesdibostthe return on investment, especially the
funding for basic researcMoreover, becausevaluations of business R&D support measures were found
unsatsfactory For f a s, |l relandds national policy advisory
understanding and evaluating policy goals and performangeirfputs, outcomes, outputs, 8tdt has
also put together a schedule fomanistry-ageng consultation. Technology Ireland has agreed to the
schedule and its implementation in the agencies. A key lessbatsvaluatios requirefi b 4 ynso that
the right indicatorsare collected tanform future policy. Actors need tabe educatd aboutevduationand
territorial issues need to be resolvBdut of 15 ministries and 480 agencieprotectther S&T activities.
On the positive side, there has been at least more verbal support for evaluation at the administration level,
led by the departmewntf f i nance, which is more focused on get

One of the challengesft hi nki ng about eval uat i thenneadiiobedter i sy st
definitions of innovation system$his alsorequiresthe establishment of relatie between different policy
mixes and policy outcome®Vith more modest targets, itight be possible to make modest steps towards
evaluations that consid#his context.

One contentious issue is that priority setting is often seen from an economic freesped assumes
the generdbn of social returnsHowever prioritiesare often set with goals suals strengtheng existing
capabilities. Sweden and Finlgntbr example,have focused priority research on topics that reflect
resourcebased or industriatomparative advantage.g.wood and fisheries)An importantquestion is
whether priorities should refleocioeconomicneeds such as ageing or global warming or whether
priorities should firstbe explicitly formulate.

Another issue is the relation hheeen changing priorities and spending. Prioaitgorded tane field
often has consequences for spending in other fiétilsexample greaterfocus on nanotechnology may
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result in greater attentioto a certainarea of mathematics. In practice, priorggtting reflectswhat is
consideredmportant.This may beelevance, political choices or a perceived information gap. Evaluations

can provide lessons inthisspech e cause it i s pos smnatohatinnbvationasyseeiny s e
to determine gps, such as poor indussygience relations or low rates of new firm creation. Policy
analysis can contribute to some extent, but cannotfbelpaking portfolio investment decisiori$o form

of ex anteevaluationcanreach an investment decision of tlype reached by investment bankerslicy

maker® wi s hes t oFortinstancedK sciencea goyncils are increasingly asking about the
economic return to basic researtfowever,it is unclear how priority settingan be approached from this
perspetive andsome experts suggest that priority setting shawdt be viewed in terms dod tool to

determine economic returns on investment.

Evaluation and feedback into policy design

The relation between evaluation ahe developmentf policy measures iperhaps the most difficult
challenge faimg policy makers(Box 4.3). In this areapolicy makers relynuch moreon expert opinion
than onthe results ofjuantitative econometrimodels Although S&T policies have not been develogad
the same way apolicies for which ex antepolicy evaluation is the nornthey also require a systems
approachEx anteevaluation of policy options amost ofterbased orgualitative measuresvhichaim to
determine which programmes provide the greatest benefit to stakehiditkpert opinion and review are
also usedn ex anteevaluationForesight and analysis of past experiences are useful for developing policy
alternatives.

Amonggquanti tative model s, Al ogic model so are inc
experts, but thesare little used byolicy makers Other quantitative methodologies include duoshefit,
totally quantitative or qualitative tools, amixture of the two Often these are not completalgrried out
owing to time constraints and tineinability to project thelongterm benefits. By the time analysts
determine the impacts, policy makers have moved on to new policy meadueecost of implementation
is also a consideratiomhena policy decision requisea hew administrative body such asagency. For
example, in Canada two new agenciesecreated to address specific policy concemg.the Canadian
Innovation Foundation and Genomics Cang&ax 4.3)



Box 4.3. Feedback of evaluation in setting national priorities in Canada

The devel opment of Canadad6s 2007 Science and Technol
foresight exercises, provides an interesting case study to illustrate some of the challenges in linking evaluations to
policy making. The Council for S&T identified key areas in which Canada had strengths and this was reflected in the
priorities of the final strategy. A number of surveys were conducted to determine the efficiency of current programmes
and of programme delivery mechanisms in view of the fragmentation of access to research dollars (e.g. applicants
having to apply for research funding at one council and then to the Canadian Innovation Foundation for infrastructure
funding). In addition, an analysis of best practices in programme elements was carried out. The Council for S&T used
macro-level indicators such as OECD S&T indicators to compare Canada to other OECD countries. There was also
extensive use of key stakeholder roundtables, involving industry or the scientific community as well as calls for written
submissions. Programme evaluation reports did influence some of the programme elements attached to the 2007
strategy. There was, however, no direct influence of evaluation on policy making. Attempts to evaluate previous
strategies (i.e.the 1996 and 2002st r at egi es) fail edodue tcolll®ack dafatiabhug
that it can be done for the 2007 strategy. In conjunction with the focus on evaluation, there will be a greater focus on
ex post programme evaluation, but there will be feed-in to improve policy decisions. Ex ante evaluation remains weak
however. The Council administration will strictly enforce new rules to require cost- benefit analysis of all decisions in
light of performance measure frameworks of regulatory decisions.

Thus, although there has been progress in developing conceptual and theoretical frameworks for providing
analytical input to policy actions, in practice the take up has been slow. The interest of the international community and
the OECD in particular, is essential. If this holds, it is hoped that the next national S&T strategy will have a greater
focus on ex ante evaluations of policy options.

Source: Newell (2007).

In practice, and despite the emergence of new tools, policy analysis lacks robsstese#/hile
gualitative analysis is important and needs to be undertaken, there is mewde robust measures in
order to evaluate a dAportfoliod of measur es. Wh e
alternatives, different quantitadvand qualitative toolare neededb estimatethe predicted impaatf the
alternatives For multigoal analysis it is important to determine the policy criteria against which a
programme or policy will be measurethe set of criteriato beused usually epends on policy goalnd
the relative weight of a criterioshouldbe determined by the extent to which it will influence a policy
outcome. This requires the combination of differeatementssome of which will entail more risks
(e.g.cost, public percdmn or ability to implement) than other$his makes it easier to define policy
optionsto central agencies.

What is the value oéx anteevaluation besides determining differences in policy options? First, it
formalises the policy rationale and providedasisfor ex postevaluations of the programme. When
exante and ex postevaluations are combined, becomes possible to combipelicy evaluation at the
macrolevel with programme evaluation. What is often missing is a rationale for choagagicuar
programme in relation to a defined policy goal. The issue is dualuation and the engineering of policy
making. The coherence between policy tools, values and objectives, and the involvement of actors are
important.A look atexante evaluation ofpolicy toolsshowsthat the logic is based on resource intgnsi
There is also a questior the coherence of the policy mix of instruments used to addrgssentarget
group. There are intrinsic weaknessesiational strategies given the complexity raftional innovation
systemsas well aghe new modes of knowledge production and new modes of governdhege is also
a need for balance between new public management tools and national innovation systems. The main
challenge forex anteevaluation iso be developeds part ofpolicy making Ex anteevaluationrequires
indicators and data that can reduce information asymmetridsefmiggitimise policy interventions.
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Good practices in thex ante evaluation of policy measures are thdkat: i) idertify the policy
context in which the new policy is to be creatiégflanalyse the new balance of the policy riatwould
emerge for each policy alternatjendiii) make explicit the assumptions under which the new balance of
the policy mix would be jugied.

Conclusion

The key findings of TIP work oavaluation and priority settirgye

1

Although priority setting and evaluation interact in policy making, they remain distinct
dimensions of policy making with their own characteristics and internal meges

In line with the greater number o&ctors in S&T policy makinge(g.regional governments,
separate funding agenciedc.)and a greater variety @fpproaches and methodologi#sere is
greatemeed for mechanisms to ensure coherence betpaiery making andoriority setting.

Despite the emergence of new quantitative tools for evaluation, the conceptual undesgihning
priority setting remaimuite weak and expert opinion continues to predominate in the evalsiation
used by policy makers to makeljgy decisions.

Improving the process of priority setting through the useofanteevaluations will require
political buyin from thevariousstakeholders and commitment to invest in resources and skills,
including the creation of indicators to monifmlicy effectiveness.

The process of priority setting in S&T could itself be the subject of evaluation in order to identify
structural weaknesses as well as best practices.

The interest of the international community and of the OECD in particular,sentied to
improve the ability of countries to develop and @seanteevaluation inpolicy making and
priority setting in general.
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PART II

THE ARCHITECTURE OF EVALUATION SYSTEMS



CHAPTER 5: CHINA: EVALUATION OF GOVERNMENT -FUNDED NATIONAL R&D
PROGRAMMES?®

The case study analysis begins with China. Although the country lacked formal laws and regt
pertaining to evaluation until 2000, the country states that R&D evaluation has become a high
item. This case studyfofer s a hi st ori cal description of
by a description of the methodology used to conduct this case study. It then describes and ana
institutional framework and methodology for the evaluation of natiormrammes. Finally, it present
key challenges to the system.

The need for an effective governmdéunded R&D evaluation system has become a high priority for

the Chinese government. It is also attracting growing public attention. Since evaisia@ietatively new

concept in China, the institutional framework for R&D evaluation has not yet been established and the

international evaluation community knows little about R&D evaluation in Ciissone of the volunteer

countries, China participated in thgudy as an effort tonap the institutional frameworks, actors,

regulations and practicesf public R&D evaluation in different countrieghis section preserifsthe
findings of the Chinese case study

1.Chinadés evolving public R&D system

As a basis founderstanding the R&D evaluation system in China, this section describes the key

mil estones in Chinabés R&D system in the | ast
level.
Key milestones in the history of Chinabds R&D

30

syst

Chi n a ®ssyst&®& was arguably created in the 1950s following the Soviet Union model.
However, within the scope of this study, it is more important to focus on its evolution from the late

1970s®1978 was a milestone year i n Naieal Bdnferenoeron

of

Science and Technology, which was held in 1978, \
system. Since then, the Chinese government has continually taken steps to move from a planned to a

marketoriented economy.

23. Prepared byCHEN Zhaoying, HAN Jun an8HI Xiaoyong, National Center for Science and Technology
Evaluation of China.

24. The opinions, findings and observations are those of the authors and do not necessarily reflect the views of
the National Center for Science and Technology EvaluaN@S(T B of Chira.

25. The discussiomnly covers civilian R&D.

26. Most studies of Chinabés R&D system take their
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Fromthe mid1980s to the early 2000s, national governnieanted R&D programmes were included
in the sixth, seventh, ninth and tenth fiwear plans. These programmes addressed the priorities in each
fivecyear pl an period and we pdicytdlssmpromdiegnnd@@dtionn e se gov e

The year 2006 can be regarded as another miles
beginning of 2006,China initiated the National Medismand Longterm Science and Technology
Development Plan (2068020) (the MLP). According to the MLPChina will invest 2.5% of GDP in
R&D by 2020, up from1.3% in 2005 raise the contributions of technological advances to economic
growth to more than 60%, angduce itsdependence on imported technoldgym 50% to less #mn
30%The MLP also calls for China to become one of
invention patents granted to Chinese citizens, and for Changbered scientific papers to become among
the most cited in the worldzor many obswers inside and outside China, the MLP can be viewehas
i mportant effort to shift Chinabs <curtobuiiddan gr owt
innovationbased economy by fostering indigenous innovation capability.

Governance at the centrdg¢vel

The State Council Steering Group for Science, Technology and Education ikadiogeordination
mechanism for dealing with strategic innovation issues. The Ministry of Science and Technology (MOST),
the National Natural Science Foundation of @h{NNSFC), and the Chinese Academy of Sciences (CAS)
are the main organisations that administer civilian R&D in CHtingue5.1).

The main missions of MOST, under the direction of the State Council, aréorthhealation of
innovation strategy and policiepromotion of the national innovation system, identification of R&D
priorities, and the design and implementation of govermfugrtted R&D programmes at national level.

The NNSFC aims to promote and finance basic research in China. It mainly fundshrésetie
sciences, such as physics, chemistry and life sciences. Funds are allocated on the basis of proposals, which
are subject to peer review. The principal recipients are Chinese universities and CAS research institutes.

CAS is essentially an R&D camtex composed of about 120 institutes located around China. Major
R&D funding for CAS comes from a line item in the government budget, projects supported by the
national R&D programme, and some funding from the NNSFC.

A number of line ministries such aset Ministry of Agriculture (MOA), the Ministry of Education
(MOE), the Ministry of Health (MOH) and the State Forestry Administration (SFA) also have R&D
operations under their direct management.

2r These goals are part of the MLP documents. Howeveatitieorsthink that the measurement of these

indicators, the potly implications and the utilisation made of them require further study



Figure 5.1.  Governance of public R&D at the central level
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2. The Chinese case study

This section briefly describes the case study, including background on the evaluation of government
funded R&D in China, the reasons for the focus on the evaluation of the national R&D programme, and the
methods used.

The development of and demand for evaluation of governmienided R&D in China

Evaluation of governmesitinded R&D in China can be said to have started in the 1990s when MOST
carried out a programme evaluatdi. ar gel y t hr o u gé) soiMer&glildtisns pertainingta t i v
evaluation were released and the importance of evaluation was increasingly recognised. MOST and a few
other ministries then established int@rrbodies or specific stafivith responsibility for managing
evaluation. Sincehe early 1990s, MOST has carried out evaluations of several national R&D programmes.

A few line ministries have also carried out evaluation activities, primarily at the project level. Since 2005,
Chinabs | eaders have cal |l e daccduntable fprotheeresultmmefnpublicd e p a
expendituré? Since the call for more accountability, new evaluation requirements of goverfiimert]

R&D are currently being established.

28. Some activities, such as policy analysis, management studies, surveys and programme reviews, were
someti mes broadly termed fAeval uat i oas onderstnadtby thehey d
international community in terms of desigmplementatiorand the report presented.

29. Premier Wen Jiabao and the President Hu Jintao have called many times for government departments to be
accountable for the results of public exgent ur e. The countrydés | eaders re
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The significant expansion of government funding of R&D has drawn more patiéation to
performance. Since 1999, Chinabs spending on R&D
reached RMB300.3billion and 1.42% of gross domestic product (GDP), of which RMB billion from
the central governmenEigure 5.2 shows thedramatic increase in R&D expenditure in China. This has
raised concerns about the performance of R&D funding, and the government has come under pressure to
establish an effective evaluation system for public R&D.

Figure52.Chi nadés R&D e x prgemgity 2000f0&@ and i
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Source: The Department of Development Planning, MOST, Science and Technology Statistics 2007, February 2008.

In its eleventh fiveyear plan the Chinese government proposes to improve administrative procedures
and the maagement of public expenditure. Whilhi nad s S&T pol i cegforcal r ead
accountability and improve the management of governifiiented R&D through the introduction of an
evaluation system, the implementation of the MLP will increase the prassavaluate the performance
of governmenfunded R&D.

Since its accession to th&orld Trade OrganizationWfTO), China has become more active in
bilateral and multilateral R&D programmes and projects and engages in a certain amount of joint activity.
Exanples include Galileo, ITER, and the Framework Programme of tinepeanUnion. Under the EU
Sixth Framework Programme, China was the second largest country in terms of the number of projects in
which it participated. As China gradually becomes a majoreplay global innovation, its R&D system
will become more global. This also requires Chinese government departments and relevant institutions to
engage in the evaluation of internationatageration programmes or projects. However, the evaluation
system ispresently relatively weak in Chinasevi denced by Chinads inabil.i
requirements set by its -@peration partners.

evaluation system to be set up to provide objecti:
programmes based on professional methods of evaluation and to improve adminisfiiaterecye and
ensure sound decision making.



Reasons for focusing on the evaluation of national R&D programmes

There are several reasons for focusing on ttaduation of national R&D programmes, specifically
governmendf unded R&D, when introducing Chinads system
and responsibilities of MOST, CAS and NNSFC, the type and focus of their evaluation processes have
evolved quite differently. MOST is responsible for the evaluation of governfnaded R&D. It also
establishes relevant policies and manages evaluation activities, which are set out in its mission statement
approved by the State Councilhd main focus oévauation at NNSFQs on project selectioregante
evaluationon the basis of peer review#\t CAS, evaluations mainly involve internal R&D activities,
primarily of the R&D labs, key projects and the research institutes. Since MOST deals exclusively with
governmentfunded R&D and carries out formal evaluations, it is a logical place to start the discussion of
Chinads evaluation system.

As stated above, MOST carries out tbeealuations of national R&D programmes. It is widely
recognised in China that natidna R&D pr ogr ammes play a significant
These programmes are the countrydés most i mportar
resources to national priorities identified by the government and determine the myumtant
governmerffunded R&D activities. For example, the National -tech R&D Programme (the
863Programme) and the National Key Basic Research Development Programme (the 973 Programme)
have been the most important means of concentrating public resoonceriority areas for S&T
devel opment to meet Chinabs soci al and economic d

MOST also carries out formal evaluations, which rely heavily on evidence and systematic design and
implementation tools. Such evaluations have been relatiaedyin China and tend to concentrate on the
national R&D programmes. WhilsomeR&D programme evaluationsan be compared with those of
other countries, they are relatively few in numigre evaluations described here are recognised as good
practice in Chna. For policy evaluation, China is still at a preliminary stage and it is not easy to find
suitable examples. For instance, the subjeexanteevaluation (proposal review for project selectmn
the basis of peer revigus not addressed.

Methodsof the case study

The case study follows the general TIP guidelines and the analytical framework, so that the results can
be compared with those of other countri®grting from the general guidelinaadfocusing on the key
guestions to be addressed byheaase study, the study team baiseavork on the actual situation in China
and established an analytical framework and a list of key issues.

The case study is based on desk study and expert review. Researchers examined existing information
including rekvant policy documents, statistics and evaluation repltstviews and discussions were
held with a number of government officials, R&D researchers and evaluators. Speaifiatiens,
institutes and events with a strong influence on the developméin¢ efvaluation of R&D in China were
also reviewed. Some of these are described below in boxes. For some issues mantiomagkneral
guidelines (mainly about goals, strategy and planning for evaluation), it is difficult to make detailed
statements atrpsent, as most evaluations have not addressed them.afdnerefore only menticed
briefly.

3. Institutional framework for the evaluation of R&D at MOST

R&D evaluation is a new concept in China, and prior to 2000, there were no relevant laws or
regulaions. Through an initiative of MOST, regulations on R&D evaluation were released in 2000 and
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2002% They aim at promoting the development of R&D evaluation. They do not dealstittegy,
planning, implementation or budgeting of the evaluations.

InDecenber 2007, the Peopleds Congress revised t he
which entered into force onJuly 2008. The new law stipulates that the state will establish and improve
the S&T evaluation system, which favours local innovatiorrefjuires the evaluation of investments in
S&T. While the principle has been established, the follpapolicies and regulations have yet to be
determined.

This section focuses on the institutional framework for the evaluation of R&D programmes at MOST
andbriefly discusses strategy and planning for national R&D programme evaluation.

Evaluation requirements in regulations on the management of national R&D programmes

Recently, in order to improve the management of national R&D programmes and in respibese to
gener al publicés demand for accountability, t he
importance to evaluation. For example, evaluation requirements have been included in regulations on the
management of national R&D programmes. During #leventh fiveyear period (2004.0), the
regulations for three major national R&D programmélse National Hitech R&D Programme
(863Programme), the National Key Basic Research Development Programme (973 Programme) and the
National Key Technologies R&[Programmé stipulate the evaluation of projects and sectors. They do
not mention overall programme evaluatibat focus on projedi mpl ement ed wunder t he
framework. Therefore, regular evaluations of programmes are not planned and evaluatiwucted on
a caseby-case basisTable5.1 summarises the evaluation requirements for projects and s€dtassnot
clear which programmes are to be evaluated, when evaluations should be done and who is responsible.

30. They includethe Provisional Regulation of S&T Evaluation Meement (MOST, 2000); tHeegulation
of S&T Evaluation MOST, CEPD, CET and MOF, 2002); tiRmlicy Statemenbf Improving Activities
for S&T Evaluaion (MOST, MOE, CAS, CAE and NSFCQ002.

31 A national R&D programne is often structurednith three levels: programe, sector and project-or
example, the 86®rogranmme has ten sectors and each sector has its goals and implementatiofihglan.
goals ofthesector are to be achieved through projects.



Table 5.1. Evaluation requirements in management regulations of three major national R&D programmes

appraised through
peer review or expert
panel review.

conducted by a
professional
evaluation
organisation to
assess the
implementation of
megaprojects or
sectors.

assessed when
completed. This is
organised by the
MOST programme
management
offices.

Programme name Appraisal Mid-term evaluation Completion Performance
evaluation evaluation
863 Programme | All projects to be Mid-term evaluation | All projects to be Performance

evaluation of
megaprojects and
sectors to be
conducted after
completion.

973 Programme

All projects to be
appraised through
peer review or expert
panel review.

All projects to be
evaluated after two
years by an expert
consultant group,
with a focus on the
projectos
prospect.

Project completion
evaluation to be
conducted by an
expert panel
commissioned by
MOST. Evaluation of
sub-projects to be
conducted by the
chief scientist of the
project. The focus is
on the achievement
of objectives,
effectiveness and
nurturing of talent.

No requirement.

National Key
Technologies
R&D Programme

All projects to be
appraised through
peer review or expert
panel review.

All projects of more
than 3 years of
duration to be
evaluated at mid-
term, organised by
MOST.

Evaluation of
completed projects
to be organised by
MOST

Performance
evaluation to should
be conducted for all
projects. Can be
combined with mid-
term evaluation or
completion
evaluation.

Management structure for the evaluation of national R&D programmes

At MOST, the main actors for the evaluation of national R&D programmes are the Division for S&T
Evaluation and Statistics of the Department of Development and Planning (DDP), different operational
departments (ODs), and the Natbi€entre for Science and Technology Evaluation (NCSTE).

The DDP is responsible for @mrdinating national R&D programmes and acts as manager of R&D
evaluations. Its functions relating to evaluation gr& conduct research on theories, norms and standards
of R&D evaluation;ii) to put forward regulations for managing evaluations; i@hdo organise and €o
ordinate the evaluation of R&D policies, R&D strategies, R&D programmes and megaprojects.

Different ODs are responsible for the preparation and organisation of R&D programmes. For
example, the Department of Basic Research is responsible for the National Key Basic Research
Programme (973 Programme). Therefore, its evaluation is usually commissioned by RhanDDhe
relevant ODs. In some cases, MOST leadership will commission an evaluation to address issues of concern
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to the OD leadership. The commissioners of the evaluations generally state the purpose of the evaluation
and identify issues to be addressed.

Since its establishment in 1997, the NCSTE has the main responsibility for implementing evaluations
of national R&D programmes and projects and of science and technology policies. As a professional
evaluation agency, the NCSTE provides solid evidence R&D decisionmaking and makes
recommendations for improving the management of R&D through objective, impartial and independent
evaluationsBox 5.1 specifies its functions.

Box 5.1. The Chinese National Centre for Science and Technology Evaluation

Founded in 1997 with the approval of the Ministry of Science and Technology, the NCSTE is one of the leading
organisations in the field of evaluations in China. NCSTE is responsible for implementing evaluations of R&D
programmes, policies, institutes, aswellasme gapr oj ects. The NCSTEO6s responsi

1. Evaluation of major science and technology (S&T) development strategy.
Evaluation of various national R&D programmes.
Performance evaluation of national R&D institutes.
National R&D project and/or programme budget appraisal.
R&D human resource evaluation.
Regional innovation capacity evaluation.
Provision of technical support and evaluation quality control for other MOST agencies.
Research on R&D evaluation norms, standards and methodologies.
9. International co-operation on R&D evaluation.

O N GOk~ ODN

The NCSTEG6s human i) 25permanenestff spatialised id management consulting, public R&D
policy research, technological and economic analysis, R&D evaluation and development evaluation, etc.; ii) about
25 contracted senior experts and advisors who are either senior specialists or retired senior officials in various fields;
and iii) an expert database with approximately 3 000 registered experts.

In order to learn about international practice and experience with evaluation, the NCSTE has established close
links with partners in various countries and international organisations, such as the United States, Canada, Japan,
Korea, the United Kingdom, Germany, Denmark, the Netherlands, UNDP, the OECD, and the World Bank. In the past
ten years, NCSTE has held a number of evaluation workshops, seminars and training courses in Beijing in co-
operation with international organisations and foreign ministries.

Standards for R&D evaluation in China

Mandated by the ST, NCSTE has drafted the Uniform Standards for Science & Technology
Evaluatiorf (the standards), which was published in 2001. In the same year, MOST made this the
reference document for government regulation on evaluation management.

As the first and oy R&D evaluation standards in China, the standards have three objectives. First,
they give glidanceon ethical conduct for evaluators and other actorsciance and technology&T)
evaluation. Second, they provide standards to define the professianaterof various S&T evaluation

32 In China, especiallyat MOST, the termS&T evaluation is commonly use#iowever judging from the
purpose, content and implementatiof evaluation, evaluation of R&D activities would be more
appropriate This is threreforethe term used herexceptwhenreferringto publisheddocuments or repait
when the termS&T evaluationis used asin the documents or repartthemselvesTherefore when
introducing thestandardsthe termS&T evaluationis used.



activities to enhance the quality of evaluation processes, and to improve the utility of evaluation results.
Third, they can be used as fundamental materials for training for S&T evaluation in China.

In order to achieve tlse objectives, the standards are divided into two parts: core content and
reference contentBpx 5.2). The former includes mqnciples on ethical conduct in evaluations and the
standardsfor professional practices. The latter includes further explanatibriheocore content and
discussions of typical evaluations.

Box 5.2. Structure and content of the standards
The standards are divided into core content and reference content, each of which is subdivided into two sections.

Core content
Sectionl. Guiding principles on ethical conduct of evaluation

It covers rules of behaviour for evaluators and ev
user s, with the focus on the evalwuatoro6s behavi doology
evaluation used in the standards.

Section 2. Standards for professional practices

It addresses technical issues regarding evaluations, including the major evaluation procedures, the roles of the
actors in evaluations, key steps and critical issues in the design and implementation of evaluations, detailed
requirements for evaluation reports, and commonly used methodology and tools.

Reference content

Section 3. Explanations of the core content of the standards

It gives further clarification, explanations and supplements to the core content. It is mainly targeted at the key
issues and issues that are easy to misunderstand or about which there is some debate.
Section 4. Discussions on typical cases

On the basis of current S&T evaluation practices in China, this section provides ten cases of evaluation design
and i mplementation as a reference to facilitate the r

SinceMOST and NCSTE issued the document, the standards have been used in different types of
R&D evaluations nationwide. They also provide a basis for evaluators from various regions and
institutions to share R&D evaluation experience, and for evaluators to standardise their work. Moreover, it
constitutes the basic material for training in scieaed technology evaluation. More than &@luators
from 70evaluation institutions across China participated in S&T evaluation training courses organised by
NCSTE between 2001 and 2003.

Strategy and planning for national R&D programme evaluation

Although MOST increasingly recognises the importance of evaluation, it does not presently have
either a strategy or a schedule for evaluations of national R&D programmes. Rather these evaluations are
conducted on a cad®-case basis. There is no regular budgeication and no timing requirement.

Although the purpose of individual evaluations is clear, it varies to some extent depending on the
evaluation. On the whole, the purpose of evaluations of national R&D programmes can be summarised as
follows: i) to objecively assess the appropriateness of the goals, implementation and management, and the
effectiveness and impacts of the programmep learn from past experience and practices and identify
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weaknesses in the programme in order to improve its managemeliti) @ provide evidence to the
programme management and leadership of MOST for deaisading purposes.

4. Design and implementation of an evaluation of national R&D programmes

This section describes the design and implementation of an evaluatiahoofah R&D programmes.
It also discusses the role and activities of decision makers, programme managers, external experts, and
other stakeholders.

Design and organisation

When the NCSTE is asked to carry out an evaluation, it organises an evaluatioii lieai@am is
composed of two types of experts: evaluators from NCSTE and external experts from specific
technological fields who provide opinions. An NCSTE evaluator acts as team leader. This ensures that the
evaluation respects the evaluation standardsfally considers the characteristics of the specific R&D
programme. In the case of a comprehensive programme evaluation, the evaluation team is divided into
groups to address different themes.

In addition to the evaluation team, a steering committee {S@Jso orgarsied to assist in the
evaluation. The SC is composed of officials including commissioners, programme managers and staff from
the implementing agencies of the national R&D programme. Sometimes the SC also includes
representatives from otherakeholders, including industry. The SC is responsible fesrdmation and
makes decisions on major issues that arise during the evaluation. In order to assess the progress of the
evaluation process, the SC holds periodic meetings

The design of an evaltian of a national R&D programme is mainly the responsibility of the
evaluation team, but the final decision is generally reached by consulting with the commisdibaers
evaluation team prepares a draft design for the evaluation based on the comnjissionare e ds and t |
study of the related programme documents. The draft is then submitted to the commissioner. The draft
document covers the objective, scope methodology, process, and work plan of the evaluation. The
commissioner discusses the documettih whe evaluation team and makes some suggestions. On the basis
of the discussion, the evaluation team revises the document and resubmits it to the commissioner. In
general, the commissioner and the evaluation team confirm this document a&ftarahe evaluation has
been completed, the team leader and a couple of evaluation team core members are responsible for
preparing the evaluation report. The final evaluation report is submitted in the name of NCSTE, which is
responsible for the evaluation result

Methodology

The NCSTE has developed a relatively mature evaluation framework that covers programme goals
and objectives, programme management and implementation, and programme effectiveness and impacts.
Eachdimension is examined with the use of some key ques{ibaisle5.2). The evaluation team can
specify the questions to develop indicators that reflect the features of a given programme. For example, in
the evaluation of the National Key Basic Research Rarome (973 Programme), the evaluation of the
programmeds effectiveness and i mpact took into a
pioneering basic research, nurturing of human resources, academic communicatiorop@achiton, and
building of the research base.



Table 5.2. Framework for national R&D programme evaluation

Criteria Key questions
Goals and objectives 1 Are the programmedés goals and ob

9 Is the programme designed so that it is not redundant or duplicative
of any other programmes?

9 Is the programme planned in an efficient and effective way to achieve
its goals and objectives?

Management and Is the management model suitable for the implementation of the
implementation programme?

Is the programme and its projects organised and implemented in an

effective and efficient way?

Is the distribution of programme funds appropriate?

Are the project implementers competent to carry out the projects?
Effectiveness and What are the outputs of the programme, such as papers, patents,
impacts etc.?

Has the programme nurtured qualified human resources for R&D?
Has the programme enhanced the research infrastructure in its field?

Has the programme addressed bottlenecks of technology
development in its field?

Has the programme facilitated the development of high-technology
industry?

Has the programme promoted co-operation between industry,
university and research?

= = = =4 -4 =A| =4 =1 = =

Evaluations make use of both quantitative and qualitative indicators, with moreagmpin
gualitative indicators. The current information management system (IMS) for national R&D programmes
impedes accurate evaluation because some keyadataissing, such as data on the effectiveness and
socioeconomidmpact of the programme. The quisative indicators are based on data provided by the
IMS or by questionnaire surveys, while qualitative indicators are obtained from evidence collected at
workshops, interviews, and questionnaire survey.

Methods used in evaluations are desk studies, iqnesire surveys, field visits, focus group
meetings, statistics and crosscutting analyses. The desk study reviews programme and project documents
and related documents to understand the nature of programme and totbekadtience needed for the
evaludion. The seHadministered questionnaire survey usually covers three types of actors involved in the
programme: management experts, scientists and organisitiemsus group meetings are an important
way to collect information on the programme and thieiops of the three types of stakeholders.

Peer review is used in different types of evaluations. At MOST, peer review is used in project
appraisal and largely determines the approval of projects. In evaluation of national R&D programmes, peer
review is usially in the form of peer panel review, mainly for consultation about technical issues. During
an evaluation, the evaluation team organises several workshops and invites a group of experts in certain
S&T fields to participate. In the workshops, the evatuateam consults the experts about the quality of
R&D results produced by the programme. If thgidgenents concur, their view is adopted in the
evaluation. If theijudgenents differ, all views are presented in the evaluation report.

33 i Qra ni s antlidestheudiversities, research institutes and enterpfisew/hich the scientistaork.
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Process

When the dsign of the evaluation has been finalised, evaluators associated with the NCSTIE carry
out. It should rigorously follow the procedure set by NCSTE. Gdygespkaking, there are five steps in
the process of evaluating national R&D programmes: evidendlecton and analysis, thematic
evaluation, crosscutting evaluation, report preparation and interaction with commissioners, and finalisation
of the report.

The evidence collected and analysed includes R&D project data, programme statistics, programme
relaied documents such as project appraisal documentdemidreviews and final reports, related policy
documents, and opinions of stakeholders. Evidence is collected from statistics, questionnaire surveys, field
visits, focus group meetings and interviews.

Poor information management systems for national R&D programmes make it difficult to collect
evidence. In 2006, MOST introduced a uniform IMS for national R&D programmes and projects. At
present, data on project appraisals have been computerised, whilendptaject implementation and
completion have only been partly entered into the database. The quality of the data, particularly on project
effectiveness and the application of results, is particularly weak. This has made it difficult to evaluate
nationalR&D programmes.

Thematic evaluations are conducted to address leading issues at the time of the evaluation, such as
participation by enterprises in national R&D programmes, industrialisation of R&D results and structure of
R&D project implementers. Thesanely issues are usually proposed by programme management and
sometimes by the MOST leadership.

Based on analysis of thematic evaluations, a crosscutting evaluation is carried out to draw
conclusions. The conclusions are classified according to the dwvaldsamework described above:
programme goals and objectives, programme management and implementation, and effectiveness and
impacts of programme. Once the draft evaluation report has been prepared, the evaluation team consults
with the commissioner antién amends and finalises the report.

During the evaluation process, the evaluation team interacts with those who were evaluated. These are
the officials and staff of operational depart men
management exps. The precise role of those who are evaluated is discussed below. The evaluators and
the evaluated mainly interact through focus group workshops. The evaluators present the purpose and
design of evaluation to ¢ise evaluated to help them understandeba&luation. The evaluators also inform
them on the progress of the evaluationo&hevaluated give their opinions and recommendations on the
evaluation as well as on the R&D programme. This interaction helps both sides better understand each
other.

Roleof stakeholders in the implementation of evaluation

While the evaluation is being carried out, the DDP gives the evaluation all necessary support, such as
stakeholder cordination. Operational departments usually participate in discussing the evaluesigm d
and are responsible for providing the necessary data and material on the national R&D programme. The
project implementers under a programme are interviewed by the evaluation team and provide information
and their opinioaon their project.

External eperts mainly consult on important technical aspects of R&D projects and give their
opinions on the goal, priority setting, management and implementation of the programme. They also fill in
the selfadministered questionnaire provided by evaluators. Gtiageholders fill in the selidministered
guestionnaire, participate in focus group workshops and are interviewed by evaluators.



Box53The evaluation of Chinaés National Key Basic Rese

In March 1997, The National Key Basic Research Development Programme (973 Programme) was introduced to
strengthen basic research in line with national strategic targets. The 973 Programme covers six sectors: agriculture,
energy sources, information, resources and environment, population and health, materials, plus cross-disciplines and
frontier sciences. Projects in the 973 Programme generally have a five-year implementation period.

The main tasks of the 973 Programme are to strengthen and support research on a number of major scientific
issues of importance to national socioeconomic development, to consolidate a highly qualified contingent for basic
research and cultivate personnel with innovative capabilities, and to improve and perfect programme management to
create a sound environment for innovation.

From April 2005 to March 2006, the NCSTE conducted the first evaluation of the 973 Programme. The evaluation
adopted a framework based on NCSTEO® s past experienc
management and implementation, and effectiveness and impacts. The methods used included policy analysis,
statistics analysis, a questionnaire survey, case studies, field visits and focus group meetings. It further aimed to
promote lessons learned and to provide evidence for decision making.

The main findings from the evaluation were as follows. First, the 973 Programme was launched in the 1990s by
the Chinese government to enhance basis research and
time, there was a lack of national needs-oriented basic research; and the programme has significantly improved
Chinab6s basic research system and the integration of
mode of the 973 Programme is generally suitable forthepr ogr ammedés characteristics
efficiently towards achieving the programmeds goal s,
relatively short period of implementation, the overall effectiveness, and impact of the programme have not been fully
demonstrated and breakthroughs to resolve important national needs or to reach the scientific frontier are still on the
horizon. The evaluation recommended the establishment of a stable funding mechanism for the 973 Programme so as
to increase total funding for the whole programme and the intensity of project funding.

Box54.The evaluations of -t€&hR&D&Piograne {8630Pnogramntt)

The Hi-tech Research & Development Programme (863 Programme) is Chinads | ar gest R&D
committed to addressing strategic, advanced, and forward-looking high-technology issues that are crucial to the
nationédés future development and security. It pl ay ses hy

developing, integrating and applying proprietary high technologies.

So far, three evaluations of the 863 Programme have been conducted, in September 1995, August 2000 and
May 2006. All three have adopted a combination of comprehensive and thematic evaluations. The comprehensive
evaluation covers programme goals, programme management, and effectiveness and impacts. The thematic
evaluation covers that are relevant at the time. For example, the first two evaluations mainly focused on the adjustment
of programme goals, the management model of the programme, accountability in the programme management, and
the impacts of the programme on high-technology industrialisation. The third emphasised issues such as the
organisation and implementation of megaprojects, the participation if enterprises in the programme, patents produced
by the programme, etc.

The usual methods were followed: desk studies, field studies, surveys using questionnaires, and data and
information from the 863 Programme management, and information collected directly during the evaluation. Probably
the most striking and original aspect of this evaluat
of several roundtable workshops. These included programme managers or persons with a direct interest in the
programme such as project managers, conductors of 863 projects and S&T experts not participating directly in 863
projects. Debates were led by the NCSTE professional evaluation staff, which afterwards summarised them in the form
of reports.

Although the evaluation results have not yet directly led to changes in the programme, some results received the
attention of 863 Programme and MOST management and lead to follow-up measures. For example, the third
evaluation found that during the tenth five-year period (2001-05), enterprises became major project implementers.
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They took charge of or participated in 50% of projects and received 60% of central funds, and the number of patents
produced was 3.8 times that of the preceding 15 years. Yet much information about the operation and financial status
of these enterprises was lacking or of poor quality, which made it difficult to appraise and control risks that could
emerge during project implementation. Thus, the evaluation recommended that the DDP improve its MIS and
supplement its information on the operation and financial data of enterprises. The DDP and the programme
management recognised the importance of these findings and took measures to track and improve data about
enterprise development and patents.

Source: Chinese National Centre for Science and Technology Evaluation, Evaluation Report of the Tenth Five-year National Hi-tech
Research & Development Programme (863 Programme), November 2007; Chinese National Centre for Science and Technology
Evaluation, Evaluation Report of National Hi-tech Research & Development Programme (1986-2000), March 2001; Chinese National
Centre for Science and Technology Evaluation, Evaluation Report of National Hi-tech Research & Development Programme (1986-
95), January 1996.

5. Utilisation of national R&D programme evaluations

This section discusses the utilisation of the evaluation by programme management and the response to
the evaluation results by the leadership. At MOST, feedback from evaluatidts issveak and unstable
owing to the lack of any institutional mechanism. Evaluations have had little effect on priority setting and
on budget allocation and @wdination. They do, however, have an indirect influence on programme
management. There is giuroom for improving the use of evaluations.

Circulation of evaluation reports

The evaluation reports on national R&D programmes have not all been made public. This is mainly
because MOST considers the reports as being for internal use. Summaries aflythpragramme
evaluations were published in some newspapers, but later evaluations were not. MOST does, however,
circulate the reports within the orgaaiion and occasionally to some external stakeholders. The
commissioner of the evaluation determinesatms circulated. In sum, there is no standard procedure for
circulating evaluation reports and practices differ.

Utilisation of evaluations by programme management

The primary users of the evaluation findings are the commissioners, DDP and operational
depmrtments. They are informed about the implementation and effectiveness of the programmes and thus
take measures to improve the management of the programme. In some cases, the evaluation reports are
also circulated to implementing agencies of the prograatOST.

More generally, the evaluationds role in proj
process. The evaluation team informs programme management about problems identified in the
management process and discusses the causes and possibiesrantedhe management. This allows for
resolving some problems before the evaluation is completed. The evaluations also make recommendations
for improvements that help managers enhance their management and planning capacities.

Leader shi po ®evaleatiopesulsse t o t h

The | eadershipbs response to evalwuation result
Early evaluations received more attention from the leadership than more recent ones. Currently, when an
evaluation is completed, the éwation team briefs the minister responsibletf@programme. Sometimes
the evaluation team or the DDP also briefs the leadership on the findings, in which case the leadership
attaches more importance to the evaluation and the issues. Usually, thehipadeponds and indicates






